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Abstract
This paper describes a solution for the MedAI competition, in which participants were required to segment both polyps and surgical instruments from endoscopic images. Our approach relies on a double encoder-decoder neural network which we have previously applied for polyp segmentation, but with a series of enhancements: a more powerful encoder architecture, an improved optimization procedure, and the post-processing of segmentations based on tempered model ensembling. Experimental results show that our method produces segmentations that show a good agreement with manual delineations provided by medical experts.
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Introduction
Examination of the human gastrointestinal tract is key for the early detection and treatment of different diseases like Colorectal Cancer [1]. This is usually achieved by a colonoscopic screening, a procedure in which a flexible tube equipped with a camera is introduced through the rectum to look for, and potentially remove lesions throughout the colon. In this context, automated endoscopic image analysis and decision support systems based on artificial intelligence have shown great potential for improving examination effectiveness and facilitating medical intervention [2, 3].

This paper describes our solution to the MedAI medical image segmentation competition [4], a public contest in which participants were asked to solve two independent tasks, namely polyps and surgical instrument extraction from endoscopic images. For this, we employed a deep neural network architecture based upon previous work of us that won the Endotect 2021 challenge [5, 6]. Here we adopt several improvements over our previous polyp segmentation solution, and apply it also for surgical instrument segmentation, as described in the next section. We also experiment with temperature scaling and analyze its impact on the resulting performance metrics.

Materials and methods
Semantic segmentation is often approached with encoder-decoder networks [7] that produce pixel-wise probabilities. The encoder acts as a feature extractor, downsampling spatial resolutions and increasing the number of channels by learning convolutional filters. The decoder upsamples this compressed representation back to the original input size. Double encoder-decoders are a direct extension in which two encoder-decoder networks are sequentially combined [8]. With $x$ an input RGB image, $E^{(1)}$ the first network, and $E^{(2)}$ the second network, in a double encoder-decoder the output $E^{(1)}(x)$ of the first network is fed to the second network together with $x$. This allows $E^{(2)}$ to focus on the most interesting parts of the image:

$$E(x) = E^{(2)}(x, E^{(1)}(x)),$$  

where $x$ and $E^{(1)}(x)$ are stacked so the input to $E^{(2)}$ has four channels, as illustrated in Fig. 1. Here we employ the same structure in both $E^{(1)}$ and $E^{(2)}$: a Feature Pyramid Network architecture as the decoder [9], and a Resnext101 as pretrained decoder [10]. We also utilize SAM [11] wrapping ADAM as the optimization procedure, and rotate the train/validation data in a 4-fold manner, resulting in four models $E_1, E_2, E_3, E_4$. We then apply temperature sharpening on the resulting ensemble [12]:

$$p = \frac{1}{4} \sum_{i=1}^{4} E_i(x)^t$$

with $t$ a hyper-parameter, to obtain our final predictions.
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Figure 1: Graphical description of the adopted double encoder-decoder architecture for polyp and instrument segmentation.

<table>
<thead>
<tr>
<th>Temperature →</th>
<th>T=0.5</th>
<th>T=1</th>
<th>T=2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DICE</td>
<td>PRECISION</td>
<td>RECALL</td>
</tr>
<tr>
<td>Polyps</td>
<td>88.59</td>
<td>87.76</td>
<td>94.56</td>
</tr>
<tr>
<td>Instruments</td>
<td>94.94</td>
<td>92.08</td>
<td>98.84</td>
</tr>
</tbody>
</table>

Table 1: Performance analysis on the test set, provided by the organizers, in terms of Dice score, Precision, and Recall, for different Temperature sharpening values, for the tasks of polyp segmentation (top row) and instrument segmentation (bottom row). Best temperature value for each metric marked bold.

Experimental Results

The main metric of interest in medical image segmentation tasks is usually the Dice score, given by:

\[
D(f_\theta(x), y) = \frac{2 \cdot |f_\theta(x) \cap y|}{|f_\theta(x)| + |y|},
\]

where \(f_\theta(x)\) is the model’s binary prediction for example \(x\) and \(y\) is its corresponding manual ground-truth. If we denote True Positives as TP, False Negatives as FN, etc., we see that in the numerator of eq. (3), \(f_\theta(x) \cap y\) corresponds to TP. On the other hand, the denominator describes the amount of pixels that are predicted as foreground (\(|f_\theta(x)| = TP + FP\)) and the amount of pixels that actually belong to the foreground (\(|y| = TP + FN\)). Therefore we can re-write the Dice score as \(D = \frac{2TP}{2TP + FP + FN}\), and realize that True Negatives have no impact on this metric. This means that correctly predicting small objects will be rewarded much more than correctly producing good segmentations of large objects. For a more comprehensive evaluation we also report in Table 1 Precision and Recall, defined as:

\[
\text{Precision} = \frac{TP}{TP + FP}, \quad \text{Recall} = \frac{TP}{TP + FN}.
\]

Achieving a high precision can be considered akin to a good Dice score; recall also encompasses False Negatives and captures performance on segmenting large objects.

Table 1 shows final performance on the hidden test set, as provided by the organizers, for the two tasks of Polyp and surgical instrument segmentation after training on the Kvasir-SEG [13] and Kvasir-Instrument [14] datasets.

Discussion of the Results and Future Work

We conclude several observations from the above results. First, instrument segmentation is relatively easier than polyp extraction, due to the greater variability of the latter regarding color and appearance. Also, in both cases we achieve a Dice score close to or above 90%, a good overall scoring. Last, temperature has a noticeable impact in performance: when a model attains greater Dice score, it also achieves higher Precision but lower Recall. It can be seen that lower temperature values lead to higher recall at the expense of a decrease in Dice and Precision, whereas higher temperatures result in greater Dice/Precision, but lower Recall. Therefore, Temperature sharpening is a reasonable mechanism to deal with the Precision/Recall trade-off in segmentation tasks.

Although the training data contained images in which there was always a polyp or a surgical instrument present, the test set had frames with no object of interest to be segmented, which is an example of out-of-distribution data. Future research may involve the investigation of different approaches to better handling this kind of problem for the task of endoscopic image segmentation.

Experimental Reproducibility and Code Availability

An implementation of the above method can be found at https://github.com/agaldran/medai_challenge, together with details like hyper-parameter specifications.
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