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1 Introduction

This paper is concerned with corrective uses of contrastigekers, such as the
Russian conjunctiom and the English conjunctiobut, illustrated in (1) and
(2), respectively. It is characteristic for these uses sloate contextually salient
proposition is explicitly negated in one conjundokin didn’t go to Pari while

the other conjunctt¢ Berlin) presents an element that should “replace” the wrong
part of the negated propositioto(Paris).

(1) a. Oleg ezdil ne v Pariz, a v Berlin
Oleg went not to Paris but to Berlin

b. Oleg ezdil v Berlin, a ne v Pariz
Oleg went to Berlin but not to Paris

(2) John diah’'t go to Parisputto Berlin.

This understanding of the tergorrectionis common in descriptive and typo-
logical literature (e.g. Malchukov, 2004; Mauri, 2008), evé it figures next to
the additiveand theadversativetype in various functional classifications of co-
ordinative constructions. To prevent terminological emidn, this notion should

*1 would like to thank Laura Janda, Barbara Partee, Carla Wimba@nd Henk Zeevat for in-
spiring discussions of various parts of this research, amge¥ara in particular for her help with
Japanese.

1In German this function is unambiguously expressed by thioationsondern (i). This can
be used as a heuristic if it helps to understand our termgyoloorrection is roughlyhe function
that is expressed ksondernin German.

(i) Hans ist nicht nach Paris sondern nach Berlin gefahren
Hans is not to  Paris but to Berlin gone



be distinguished from thepeech acbf correction in e.g. Asher and Lascarides
(2003, pp. 345-350), such as the utterance (a) of speakef3.in

(3) A: They gave Peter the new computer.
B: a. No, they gave@HN the new computer.
b. No, they didn't give it to BTER, but to DHN.

Of course, correction as a type of coordinative constradtiq1)—(2) can be used
to perform correction as a speech act, cf. (b) by speaker B)in One might
even argue that from an evolutionary point of view this is gremary use of
corrective coordination. However, both corrective cooatiion has other uses,
and the correcting speech act can be done by other medi® focus of this
paper is on corrective coordination.

Apart from correction, the Russian conjunctiaras other functions which
all lie in the domain of contrast taken broadly. Work @im Russian linguistics
has mainly concentrated on these other functiona @€reidlin and Paducheva,
1974a,b; Sannikov, 1989; Fougeron, 1990; Uryson, 2002 ngnathers), while
the corrective function has usually been attributed to afis@locationne ... a
/ a ne consisting ofa and the negative particlee, and was excluded from the
general analyses @ However, it is a common pattern across languages that the
same marker is used for correction and for (one or other typeamtrast—the
Englishbutis another famous case—so a reduction of correction to asdpase
of contrast is an obvious thing to try. This is the goal of thesent paper. We
present an attempt to derive the properties of the coreecises ofa from the
general characteristics afas a contrastive marker, the semantics and pragmatics
of negation, and the properties of the context of use. Inglsmwe will always
keep an eye on the Englisiut as another marker that combines corrective and
contrastive uses. Although not all of the findings about Russorrections can
be generalised to the English case, many nevertheless can.

This paper is structured as follows. Section 2 takes a closérat the cross-
linguistic regularities in correction marking, partictijaat the question which
other functions from the contrast semantic space cormeatarkers tend to have.
Section 3 briefly recapitulates the theory of contrast frasirkkaja and Zee-
vat (2009, 2010), while in section 4 that theory is appliedaorection. Finally,
section 5 presents the conclusions and discusses furtlestigos raised by this
study.

2See Kasimir (2006) for detailed discussion of the termigilal issue.



2 Correction marking across languages

Some languages do not mark correction at all, i.e. cornecsi@expressed by sim-
ple juxtaposition of a negative and a positive sentenceg¢hvis also possible in
English: John didn’t go to Paris. He went to BerlirOther languages have ded-
icated markers of correction, i.e. markers that unambiglyoexpress correction
and nothing else, such as the Gernsandern the Spanistsing, etc. Yet other
languages use the same marker for correction and some atietions. Among
those languages, correction is frequently coupled witletions that can be char-
acterised as contrastive in one or another sense. Russidargtish clearly be-
long to this group. This section will first present the mospartant distinctions
between various kinds of contrast. This will make it possital adequately de-
scribe the similarities and differences between (the ramective uses of) the
Russiana and the Englistbut Then the most relevant theoretical perspectives
upon the emerging picture will be presented.

2.1 Non-corrective uses of correction markers

Adversative: The first group of uses includes at least two relevant sulpgrou
The first one covers the ‘prototypical’ instances of LakeffL971)denial of ex-
pectation i.e. cases where the second conjunct denies some nornsdquence

of the situation presented in the first conjunct, as in (4ndpshort usually im-
plies bad performance in basketball, but this expectasiaenied. In English, this
function is expressed dyut, the same marker that is used for correction, while the
Russian adversative markems, a different one from the correction markaer

(4) Johnis short, but he is good at basketball.

The second subgroup includes the so-calegumentativeuses ofbut and the
Russianno (Anscombre and Ducrot, 1977). The argumentative functsofulr-
filled where the the conjunctd and B present an argument and a counterargu-
ment for a claimC'. E.qg. in (5), the fact that the ring is beautiful normally ileg
that we should buy it, but the fact that it is expensive imgptleat we shouldn't.

(5) Thisring is beautiful, but expensive.

There has been a lot of effort to reduce both types of userdithéenial of ex-
pectation or to the argumentative function. The theory sansed in section 3
presupposes a reduction of the latter kind. In any case, itmction is irrel-
evant for our present purposes, both subgroups togethstitwda one class of
non-corrective uses that we will refer toadversative



Contrastive comparison: This term taken from Blakemore (1987) will be used
to describe the second group of cases, where the conjoingadgitions are pre-
sented in a parallel fashion, so as to highlight the simi&giand differences be-
tween them. There is no restriction to two conjuncts hemrxetltan be three and
more, as in (6). Crucially, the conjuncts must diffetwo (or more) constituents,
e.g. the subject and the object of liking in (6), leading t@atcastive topic-focus
structure:Oleg Romaand\Veraare the contrastive topicotball, basketbalbnd
tennisare the contrastive foci. Contrastive comparison in thegmesense cor-
responds closely to what is known in Russian linguisticshasopostavitel’'noe
znacheni¢‘comparative meaning’) of the conjunctiar(Kreidlin and Paducheva,
1974b). Thus this function is conveyed in Russian by the saarker as is used
for correction, while English uses a simple additive maxksal

(6) Oleg ljubit futbol, Roma basketbol,a Vera tennis
Oleg likes football Roma basketball and Vera tennis

Oleg likes football, Roma likes basketball, and Vera lilkesis.

Examples very similar to (6) also appear in the literaturdeuriabels such as
semantic oppositiofLakoff, 1971), orformal contrast(Asher and Lascarides,
2003). These labels, as well as Blakemors®strastive comparisowere intro-
duced originally to distinguish the uses lafit in John is tall, but Bill is small
from the proper adversative uses illustrated above. Indesegms possible to use
but in the function we have just defined when the number of coepbiclauses
is exactly two (Foolen, 1991). However, as will become clgasently, there is
a subtle difference between those usebuifandcontrastive comparisom our
definition.

As a final terminological remark, it is not clear that the regunent of at
least two points of difference between the conjuncts andctmrastive topic-
focus structure plays any important role in the original migbns of contrastive
comparisornor semantic oppositianit does, however, in our definition, because
this is the feature that licenses the useaah Russian. If the conjuncts only
differ along one dimension, as dohn did the dishes and went shoppiadere
did the dishesand went shoppingoresent distinct actions, but the actor is the
same, a different conjunction is used in Russian—a simpliiae markeri (see
Jasinskaja and Zeevat, 2010, for detailed illustration).

Foolen’s tests: The third relevant type of contrast does not have any widely a
cepted label of its own and has rarely been distinguishedspeeaial function,
or use, or meaning of contrastive conjunctions. It is veryilsir to contrastive
comparison in that the conjoined propositions also haveftercalong two di-
mensions. However, along one of those dimensions the vahmdd not just be
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CONTR. COMPARISON \ OPPOSITION | ADVERSATIVE
Russian a no
English and | but

Table 1. Russian and English contrast markers

different, but in some sense opposite, e.g. the antonymsg)jrit{e positive vs.
negative polarity in (8).

(7) Johnis tall, but Bill is small.
(8) John likes football, but Bill doesn't.

The opposition can also be pragmatic in nature, as in (9) evbee conjunct con-
firms and the other denies a contextually salient propasifithe contextual tests
in (9) and (10) were introduced by Foolen (1991) to argue ltinain all its uses
involves a denial of expectation, as in (9). If both conjgnmnfirm the expecta-
tion, and must be used, cf. (10). Whether or not we want to subscribeoteh’s
reduction ofbut to denial of expectation, his tests do draw the crucial wigsitbn
between contrastive comparison and the type of contrastastepn, for which we
will reserve the ternopposition In both cases the conjoined propositions differ
along two dimensions at least. However, in oppositions tilaes along one of
those dimensions have to be polar.

(9) A: John and Peter both live in Amsterdam, don’t they?
B: No. John lives in Amsterdam, but &nd) Peter lives in Rotterdam.

(10) A:  John and Peter don't live in the same place, do they?
B: No. John lives in Amsterdam, andlfut) Peter lives in Rotterdam.

Thus opposition in the present sense is expressdaibiyn English. It should be
obvious that the “oppositeness” of the conjuncts implied there can be only
two, which is in accordance withut's restriction to two conjuncts.

In contrast, Russian usasn this function, the same marker as for contrastive
comparison, and not the same as for denial of expectatioparently, the parallel
presentation and the contrastive topic-focus structurestaut to be decisive for
the choice of conjunction.

Finally, this section can be summarised as shown in Table gartArom cor-
rection, the Russian conjuncti@marks contrastive comparison and opposition,
while the Englishbut marks opposition and adversative contrast. Thus both the
Russiana and the Englistbut are markers of contrast, but they mark different
types of contrast.



2.2 Typological theories of correction

Why is correction often marked in the same way as contrast? wmy does
Russian use a contrastive comparison marker for correatvbite English uses
an adversative? In this section we take a brief look at tygiold theories that
bear on these questions.

A well-established approach to describing multifunctidggatterns of gram-
matical markers across languages is basecboiceptualor semantic mapsrThis
approach has also been applied to correction and contrakingawe will review
two recent proposals in this framework: Malchukov (2004) &tauri (2008). The
notion of semantic map assumed in those studies is mostylesated to Haspel-
math’s (2003) proposal. The approach is summarised belawather simplified
form which might not reflect amply its philosophical motiwat, but is consistent
with the way it is applied by Malchukov (2004) and Mauri (2008

A semantic map is a contiguous graph, whose nodes reprdeeipossible
functions of grammatical markers, (SUChG@BNTRASTIVE COMPARISON OPPG
SITION, ADVERSATIVE from the previous section), and whose arcs connect “most
closely related” or “most similar” functions. The standassumption is that both
the set of possible functions and this “closeness” or “anty” relation are uni-
versal. The relation is the basis for predictions concgrmhich marker-function
mappings are possible in natural languages. In its stromg,fthe claim is that
the set of functions expressed by the same marker must baigwaus subgraph
of the semantic map. The arcs also have a diachronic intatpme: a marker can
only acquire a new function that is immediately connectedrte it already has,
and cannot “jump” over functions in between. This develophean occasionally
create exceptions to the contiguity claim in its strong fofhmarker A acquires
a new function formerly covered by marksk, it can splitB’s subgraph into two
unconnected parts.

The set of functions of a semantic map should be fine-grainedgh to rep-
resent relevant differences in the usage of markers witlsimgle language and
across languages. If the meanings of two markers (in twouages) are equiv-
alent, they are mapped to the same set of nodes; if the meaanegdifferent,
the sets of nodes must be different, too. Thinking @NTRASTIVE COMPAR-
ISON, OpPOSITIONand ADVERSATIVE as hodes of a semantic map, it becomes
clear that having ®POSITION separate from both other nodes is important to
express the difference between the Russian and Englishastimé conjunction
systems, cf. Table 1. In cases where more than one functiexpiessed by the
same marker, the approach is neutral with respect to thdiqneghether those
functions constitute differergense®f that marker, which is then polysemous or
homonymous, or whether those functions are just diffeusetof a marker with

3The theoretical status of such exceptions is, however, tenaftdebate.

6



a single abstract meaning.

The claim that there is a universal semantic map goes handnd With the
assumption that the set of functions and the connectiongeeet them are some-
how cognitively motivated, i.e. there are some fundamesttatacteristics of hu-
man thinking, or language processing, or communicaticat, determine which
functions are likely to be expressed in natural languageswarch of them are
most closely connected. However, semantic maps as suclremigsent claims
about the existence of functions and relationships betviieen, but not about
their nature. In some cases the nature of the relationshvelisunderstood (e.g.
the “time is space” metaphor). In other cases it is less cdsathe semantic map
is just the result of induction from polysemy patterns of kess from a represen-
tative sample of languagés.

Let’s now consider the place of correction in relation totcast in the seman-
tic maps proposed by Malchukov (2004) and Mauri (2008), showfigures 1
and 2. Malchukov’s function AVERSATIVE is the same in all relevant respects
as our notion of the adversative function. The functiadNTRASTIVE, however,
corresponds roughly to Lakoff’'s (1971) semantic oppositiand thus conflates
our present notions of contrastive comparison and oppositMauri's QOPPO-
SITION, in turn, corresponds closely to our contrastive comparigmt to our
opposition!), while opposition in our sense and the adusesdunction are con-
flated under the label @UINTEREXPECTATIVE® Thus, Malchukov’s claim is that
whenever a contrast marker is used for correction it shoalthe same marker
as is used to connect sentences with contrastive topicfsicucture, no matter
whether the conjuncts are ‘opposite’ or just distinct altwg dimensions (both
being part of the ©ONTRASTIVE function). Mauri's map amounts to (almost) the
same claim. Although contrastive comparison is separated dpposition in our
sense (the latter being part 0OOONTEREXPECTATIVE, CORRECTIONIs placed
between them, and thus can share markers with either of them.

Although both maps are consistent with the Russian and &nglbrrection
marking patterns, i.e. they do not create non-contiguoukimgregions, cf. ta-
bles 2 and 3, they leave space for improvement and some omstians. First,
both maps do not cleanly delineate the functions of diffex@mntrast markers
within Russian and English systems. Since Malchukov lumps togetim¢rastive
comparison and opposition, the subtle difference in thgeisd the Englistand
and but observed by Foolen (1991) is not reflected by the map. Mamép,
in turn, creates the wrong impression that the only diffeeebetween the Rus-

4See Janda (2009) for critical discussion of the univessaliims of the semantic maps ap-
proach.

5The ‘.. node in both figures stands for a set of functionstiding plain additive and tem-
poral conjunction, i.e. functions covered by the non-castive uses oéind in English and the
conjunctioni in Russian.



— CONTRASTIVE

ADVERSATIVE

\
CORRECTION

Figure 1: Correction in Malchukov’s (2004) semantic map

— OPPOSITION — CORRECTION

— COUNTEREXPECTATIVE

Figure 2: Correction in Mauri’s (2008) semantic map

CORRECTION \ CONTRASTIVE | ADVERSATIVE
Russian a no
English but
| and |

Table 2: Russian and English marking patterns in Malchukmap

OPPOSITION ‘ CORRECTION

COUNTEREXPECTATIVE

Russian

a

no

English

and |

but

Table 3: Russian and English marking patterns in Mauri’s map




— CONTR. COMPARISON — OPPOSITION — ADVERSATIVE

\
CORRECTION

Figure 3: Correction and opposition in a semantic map

sian and the English systems is “on whose sid&REECTION is. This is be-
cause Mauri follows Foolen in regarding opposition as a isphease of denial
of expectation and does not separate it from heuS@TEREXPECTATIVE func-
tion. However, Foolen’s reductionist approach, which nhigé useful in finding
a single abstract meaning for the Englisht, is not very helpful in constructing a
semantic map. The distinctions that it blurs might be indg@marious in English,
but they are real in other languages, e.g. in Russian. As wiadeol out above,
another difference between the English and the Russiaaragss in marking op-
position, cf. table 1: in Russian both correction and oppmsiare coupled with
contrastive comparison ia, whereas in English they are both coupled with the
adversative irbut One might formulate a stronger hypothesis based on these ob
servations, namely that@RRECTIONIS only related to ®POSITIONIN our sense.
A semantic map that suggests itself is shown in figuteBis map represents our
(preliminary) answer to the question why Russian uses aa&siinte comparison
marker for correction, while English uses an adversativeneliéver a contrast
marker is recruited for correction, it should be arr@SITION marker. Since
in Russian ®@PoOSITIONIs coupled with @NTRASTIVE COMPARISON N a, the
same marker is used fordRRECTION Since in English ®@PoOSITIONIs coupled
with the ADVERSATIVE function inbut, CORRECTIONIS also expressed lyut

The second problem is not with the semantics maps as suchijthuheir mo-
tivation. What is the nature of the relationship betweefed#nt contrast types?
What makes ORRECTIONand contrast, especially thee®@osITIONtype of con-
trast so closely related? This is the central question taddeessed in this paper.
To make this relationship explicit we will make use of the Isttia tools of for-
mal semantics. Only if it can be shown thabDRRECTION is a special case of
OpPOSITION (or another type of contrast expressed by the Rusajiand only
if the realisation ofa’s corrective function (of all other possible realisatiarfs
opposition) can be predicted from context, can we talk alocoutective uses of
a general contrastive rather than a special corrective ‘meaning’afin order
to answer this question, the next section presents a thdargrrast from our
previous work, and section 4 integrates correction intottieory.

5As will be shown in section 5 this semantic map is falsified eome consider a broader
selection of languages, but it is consistent with the Rusaiad English data, so we will stick to it
for the time being.



3 Atheory of contrast

The central idea of Jasinskaja and Zeevat (2009, 2010) isatiditive and con-
trastive markers likand andbut convey information about the discourse topics
addressed by the clauses they connect, where discourss ta@ represented
as questions under discussion (QUD) along the lines of eogeRs (1996) and
Buring (2003). Questions are represented as sets of Hasstylie alternatives
(Hamblin, 1973), e.g. the questidllho smokes@orresponds to the set of mu-
tually compatible possible answedohn smokes, Mary smokes, Bill smokes,
Contrast markers can indicate tiype of questiothat their conjuncts answer. The
guestion types relevant for the description of the EnglisthRussian conjunction
systems differ according to two main parameters: the nurabdrthe type of
question variables. In terms of the number of variablesntbst important dis-
tinction is between single and multiple variable questjonsich corresponds to
the number of dimensions in which the question alternatiéésr. The canonical
cases are singl&\(ho snoresf?vs. multiplewh-questions, e.gWho likes what?
Who gave what to whomg@tc., respectively. In the most general form, theota-
tion is used to refer to a single variabléfor an unspecified number of variables
(a tuple of one or more), and’, y) for multiple variables (a tuple of two or more).
The most important variable types are, informalia for various types of entities
that can answer questions lido, what when etc., and thg/ntype for negative
VvS. positive polarity instantiated by negation and an igweiperator of the same
logical type. This is the variable type pés/nequestions likddoes John like foot-
ball? and corresponds to the wowehetherin embedded questions. Abstracting
away from the meanings of specific markers, let’s apply thesito the definition
of the different types of contrast—aNTRASTIVE COMPARISON, OPPOSITION
and ADVERSATIVE—which make up the semantic map proposed in the previous
section, cf. figure 3.

Contrastive Comparison: Two or more clauses stand in a relation obIG
TRASTIVE COMPARISON to one another if (a) they address a discourse topic that
can be represented as a double or multyghequestion, i.e. 8z, y.,)-question,

and (b) they givaistinctanswers to such a question so that the instantiations of
each variable in the question are distinct. For example&g)imgpeated below, the
QUD can be assumed to h&ho likes what kind of sports®ith two variables
who andwhat kind of sportsOleg RomaandVeraare mutually distinct instan-
tiations of thewho-variable, whilefootball, basketball andtennisinstantiate the
what kind of sportssariable and are also mutually distinct:
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Who likes what?

John likes football
John likes basketbal
Bill likes football
Bill likes basketball

/\

What does John like? What does Bill like?

John likes football Bill likes football
John likes basketbal Bill likes basketball

John likes football Bill likes basketball

Figure 4: A(Z,,, y.n)-question

(11) Oleg ljubit futbol, Roma basketbol,a Vera tennis
Oleg likes football Roma basketball and Vera tennis

Oleg likes football, Roma likes basketball, and Vera lilkesis.

The alternative set of a similar doubdrquestion is shown in cf. figure 4. Notice
that this set can be partitioned into subsets that corresfmosingle variable sub-
guestiondVhat does John like®hat does Bill like?This is what we will refer to
assplitting upa question into subquestions, ostategyin Roberts’ (1996) and
Buring’s (2003) terminology.

Opposition: The OpPosITIONrelation also involves giving distinct answers to
a double or multiple variable question, however one of tvasmbles has to be of
theyes/natype: (Z,, y,.). We will also refer to this type ash-yes/nequestions.
The alternative set of such a question is shown in figure Saltieenatives differ as
to wholikes or doesn't like football, and in the presence vs. absaf negation.
Neither English, nor Russian (nor any other natural languag are aware of)
can express this type of question by a simple interrogagwesnce. A possible
gloss one could give to the set of alternatives in figure B/ie “whether” likes
football? In English, one can express this question either by comjgiainumber
of y/n-questions, as in figure 5, or by conjoining twb-questiondVho does and
who doesn't like footballFor the rest, the analogy betweeh-yes/nequestions
and standard multipl@h-questions is obvious, cf. figures 4 and 5.

"Although the present representation of the discourse tsjmspired by Biiring (2003), unlike
Buring and more in line with Hamblin (1973) we assume that diternative set of ges/ne

11



Who “whether” likes football?

John likes football
John doesn't like football
Bill likes football
Bill doesn't like football

/\

Does John like football? Does Bill like football?

John likes football Bill likes football
John doesn't like football Bill doesn't like football

John likes football Bill doesn’t

Figure 5: A(Z,,, y,)-question

They/nvariable in the topic question is what accounts for the “sijgmess”
of the clauses that stand in arP@osITION relation. It predicts that either one
clause should be positive and the other negative as in (8)fayure 5, or that one
clause is used to deny an implicit supposition of the righirfo E.g. in (9), re-
peated belowPeter lives in Rotterdams a way of saying that Peter does not live in
Amsterdam, and thus an answer to the questithho does not live in Amsterdam?
or Does Peter live in Amsterdam?

question contains both a positive and a negative altemathssuming that the altenative set of
a question is partitioned by the alternative sets of its sebtjons, this gives us that doulvid-
yes/nequestions also contain both positive and negative altiwe® cf. figures 6 and 7. If they
only contained positive alternatives, then thi-yes/nequestionWhere “whether” John went?
would be indistinguishable from the singhdt+questionWhere did John go?There are various
semantic reasons for keepiggs/nequestions to just the positive alternative and one migbhev
argue that double&h-whetheiinterrogative sentences do not exist precisely becausstdraative
set containing both positive and negative alternativesisaregitimate semantic object, while its
positive subset is indistinguishable from the singlequestion. Howevenvh-yes/nequestions
as pragmatic objects, i.e. as issues to be interested itairdgrdo exist and are distinct from
singlewh-questions. In the first case, both the positive and the ivegattension of the question
predicateP (for the questionvho “whether” P?, e.g.Az[John went taz] in the present example)
must be explicitly named. If some object is not named one neaglade that it is not relevant,
but not that it is notP. In the second case, only the positive extension is askedvuie for
the remaining relevant objects ‘nét is inferred by the process of exhaustive interpretatiag.(e
Schulz and van Rooij, 2006). Thus, including the negatiteraatives gives us a representational
handle on this pragmatic distinction (even if it does pet seexplain it).
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(12) A:  John and Peter both live in Amsterdam, don’t they?
B: No. John lives in Amsterdam, but &nd) Peter lives in Rotterdam.

Similarly, they/n variable is responsible for the restriction to exactly tiauses
in an GPPoOSITIONTrelation, because there can only be two distinct answers to a
yes/nequestion—yesandno.

Adversative: Finally, an ADVERSATIVE relation holds between two clauses
if they give distinct answers to &, y,,)-question, or what we calledhy-
whether or why-yes/naguestions in Jasinskaja and Zeevat (2009, 2010). E.g.
Why “whether” we should buy this ring? — [Why should we buyg timg?] It is
beautiful, but [why shouldn’t we buy this ring?] it is experes This is a special
case of a7, y,.-question. As is made explicit in (13), the alternativesirall
volve a causal relation between two statements expressadviny-place operator
BEcAUSE in (13), whose first argument is the cause, and the secondhargus
the effect. In fact, this is not just a generat&USE, but its argumentative vari-
ety, i.e. an epistemic or a speech aeddUSE in Sweetser’s terminology (1990),
so it would be more adequate to say that its second argumaictasm or sugges-
tion, while its first argument gives support to that claire, the reason to think
that it is true or the reason to accept the proposition.

BECAUSE(this ring is beautifulwe buy it)
BECAUSE(this ring is expensivave buy i)
BECAUSE(this ring is beautifulNEG(we buy it))
BECAUSE(this ring is expensiveNEG(we buy it))

(13)

Thewh variable of the question is the reason, i.e. first argumeBEIfAUSE the
y/nvariable is the polarity of the consequént.

8A few remarks are in order here. First, it still needs to beestigated whether negation
in the negative alternatives needs to take scope over théevebosequent of BCAUSE or can
have narrower scope within it. In any case, however, the equnants of positive and negative
alternatives must be mutually exclusive.

Second, BCAUSE expresses a veridical relation, i.eEBAUSE(P, () entails bothP and
Q. This means that distinct answers tavay-yes/nequestion are always mutually exclusive:
BECAUSE(P1, Q) A BECAUSE(P», ~(Q)) entails both) and—@. This is why adversative conjunc-
tions likebut andno always mark one of their conjuncts (usually the second osi€gaisive:

(i) a. Theringis expensive, but it is beautiful. (We will bity
b. The ring is beautiful, but it is expensive. (We will not bitly

This is also why BCcAUSEin adversatives is the argumentative@\USE Adversatives are used
when the issue whethé} is not settled and is a matter of actual or possible dispule cbnse-
quent of P; is a concession to the contrary view, while the consequem @ the proposition the
speaker really endorses.

Third, one can think of other possible alternative sets ithatlve a causal relation, @h-type
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This specific subtype ofah-yes/nequestion defines the BVERSATIVE relation,

or the ADVERSATIVE function in the semantic map in figure 3. To keep the nodes
of the semantic map disjoint one should assume ther@I1TION involves all
kinds ofwh-yes/nequestion except this subtypewhy-yes/nejuestions, so when
we talk aboutwvh-yes/nequestions in the rest of the paper we will usually mean
them in this narrow sense, to the exclusion of questionq1ilg.

As was already mentioned, semantic maps do not specify whatlgertain
multi-functional marker has a single abstract meaningsanany different mean-
ings as many functions of the semantic map it covers (or duingetn between).
The representation of the different types of contrast imseof the type of ques-
tion under discussion can in fact be used in both ways. Fomplg the se-
mantics of the Englistbut can specify two options for the discourse topic: the
wh-yes/negquestions in the narrow sense characteristic BPQsITIONandwhy-
yes/nequestions characteristic of theDXERSATIVE, cf. table 1 (multiple mean-
ings). It can also be defined in termswh-yes/nequestions in the broad sense
which covers both ®rosiTIONand ADVERSATIVE (a single meaning). The lat-
ter approach is developed in Jasinskaja and Zeevat (2009).20he English
but is just a marker ofvh-yes/netopics in the broad sense and the Rusgian
markswhy-yes/neopics. The meanings of other markers can be defined in neg-
ative terms: e.g. the Englisind receives an abstract meaning as a marker of
distinct answers to an unspecified type of question, buedirgtands in a kind of
paradigmatic relationship tout, the topic types for whicbutis more appropriate
are excluded from its marking domain (thieeckingmechanism in Jasinskaja and
Zeevat, 2009). As a resulind admits all topic types excepth-yes/netopics. It
is sometimes difficult to decide which marker in a system &hraeceive a positive
definition, and which an abstract function restricted bycking. The historical
development of the system can give an effective clue: aivelgtyoung marker
that is expanding its set of functions should be defined pe$it whereas an
older marker that loses its functions to a newcomer is blddkeit.® [a marriage
between the approaches]

For the sake of readability, less technical terminology &l used in the rest
of the paper. We will refer tdz, y,)-questions asvh-y/nand use the term ‘dou-

variable and g/n-type variable, but if they do not meet the specific condiistated above, then
they do not give rise to an BVERSATIVE relation. An interesting case are corrections of causes,
such as:

(i) John hit Peter not because he was angry, but becauseshdruak.

Here what is negated in the negative and asserted in théveadtiernatives is not the consequent,
but the identity of the cause. In contrast, the conseqlmt hit Peteiholds in all the alternatives.

%A system of markers can also undergo reorganisation thowbfch can lead to an older
marker acquiring a new positive meaning.
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ble wh' for double variable questions that do not havetgpe variable. Double
(variable) questions are thus a supertype of dowdieand doublewh-y/n We
will mainly talk about double questions assuming that theeesion to multiple
questions in general is trivial.

4 Correction as a type of contrast

This section will present an argument for the claim that BOHPOSITION (14)
and RRECTION (15) are realisations of wh-yes/nastrategy. At first glance
these realisations look very different: (14) shows a catitra topic-focus pattern,
with awh-type topic and polarity focu¥. In contrast, (15) has focal stress on the
instantiations of thavh variable, while a contrastive topic seems to be missing
altogether.

(14) a. Oleg KURIT, a Roma ne KURIT.
Oleg smokes but Roma not smokes

Oleg smokes, but Roma doesn't.
b. Oleg ne KURIT, a Roma KURIT.
Oleg not smokes but Roma smokes
Oleg doesn’t smoke, but Roma does.

(15) a. Kurit OLEG, a ne ROMA.
smokes Oleg  but not Roma

b. Kurit ne OLEG, a ROMA.
smokes not Oleg but Roma

Moreover, Russian corrections obligatorily contain wretraditionally called
constituent negatiofin contrast tosentential negationsee Babby, 1980, 2001,
Brown, 1999), i.e. the negative partiahe appears immediately before the con-
stituent to be corrected, afie Roma, ne Olegot Roma’, ‘not Oleg’ in (15). The
standard assumption is that sentences with constitueatinagf the forrnot X

P presuppose that some object has propért§Borschev et al., 2006), i.e. their
meaning is similar to that of the English negated cldfts not John who smokes

In contrastsentential negatiors expressed by the negative particle appearing im-
mediately before the finite verb, eme kurit lit. ‘not smokes’ in (14). Sentential

Opolarity focus both positive and negative is realised indRarsby a focal stress on the finite
verb. The negative particleeis a clitic, so it normally remains unstressed and does nattion
as a negative polarity focus exponent. In contrast, theefivetb is stressed in both conjuncts in
(14) even though the lexical verb itself is given at leasthie second conjunct (normally, given
material is destressed). Thus the morphosyntactic cantstian focal accent placement overrule
the considerations of givenness.
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negation is possible in opposition sentences, but it camba@tiduce the negative
conjunct in corrections.

The goal of this section is to show, on the one hand, that edtstructural
differences fall within the range of options in addressingrayes/nadiscourse
topic, and on the other hand, that they correlate with pedgigose functional
features that make out the difference between the@siTioNand the ©RREG
TION function. We will start with an overview of logical possiliés in how awh-
yes/notopic can be addressed in section 4.1. Section 4.2 singtesneusubtype
of opposition sentences which bears the closest resengaiacorrection in terms
of those logical possibilities. The functional differesdsetween the members of
such minimal pairs are formulated. The last two sectiorsteethose functional
differences to sentential vs. constituent negation (8ecti3) and differences in
information structure (section 4.4).

4.1 Topic and focus inwh-yes/no

There are always two ways to address a double questioMe ate what?/ou
can go by people, or you can go by food. In the first case, thbld@uestiorwWho
ate what?is split up into a series of single variable questions Wikat did John
eat?, What did Bill eat? etc., where thevho-variable is instantiated by different
persons from the relevant domain. In the second case, tH#elquestion is split
up into subquestiong/ho ate the beans®Who ate the carrots?tc. According
to Buring (2003), the choice between these two strategiésrishines which con-
stituent is marked as contrastive topic and which one assfocontrastive topic
is the variable that is instantiated in the subquestionpeeple when you go by
people, and food when you go by food; the focused constitta@nésponds to the
whvariable in the subquestion.

Applying the same idea twh-yes/nequestions we also get two possible strate-
gies. Suppose the questionvidere “whether” John went If we go by the lo-
cations instantiating thevherevariable, the question is split up into a series of
yes/nequestionsDid John go to Paris?Did John go to Berlin?etc., as shown in
figure 6. In this caséo Paris, to Berlin, etc., are contrastive topics ([:)] while
the polarity is the focus ([..s)), which surfaces as the focal stress on the auxil-
iary verbdid or didn’t. This is the structure underlying the classical examples of
OppPoOSITIONSuch as (8).

The other possibility is to instantiate tiyes/novariable first, which splits up
thewh-yes/nequestion into twavh-questions, one addressing the positive part of
the question and the other addressing the negative pariMagyre did John gg?
Where didn’t John goxf. figure 7. In this case, the polarity would be marked as
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Where “whether” John went?

John went to Paris
John didn’t go to Paris
John went to Berlin
John didn’t go to Berlin

/\

Did John go to Paris? Did John go to Berlin?
John went to Paris John went to Berlin
John didn’t go to Parig| John didn’t go to Berlin

John [DIDN'T Jrgoto[PARIS ] but he[DID ]r goto[ BERLIN ]t

Figure 6: Awh-yes/nayuestion split up by theh variable
contrastive topic, and the answers to Wigerequestion as focus:

4.2 Corrections vs. oppositions withy/n-topics

The main claim we would like to put forward is that correc8da6b)/(17b) have
the same underlying QUD structure as oppositions witkhtopics (16a/17a), i.e.
they both address an overarching-yes/nequestion, which is split up by polarity
as in figure 7. The assertive propositional content of thgeurans in both cases
Is the same: one conjunct states that it is not the case thatwent to Paris, so
it provides an answer to the question where John did not gopther conjunct
states that he went to Berlin, which is an answer to where d@mi?

HApparently, in English contrastive topics and foci can beked just by intonation: topics
receive a type B and foci a type A pitch accent [referenceb]clvincludes topicén situ that
linearly follow the focus, as in figure 6. In German, there isamstraint that a topic must be
followed by at least one focus in the same sentence (BUfifi§7). In a sentence like that in
figure 6 this can be achieved by topic frontifiyach Paris]r ist er [nicht] » gefahren, aber [nach
Berlin] 1 [schon]r. Russian is more like German in this respect: accented ciiviedopics have
to precede foci; the melodic form of the pitch accent in tgra less reliable cue to the topic/focus
distinction than word order. There is a lot of variation i florm of the topic and focus accents
(see Mehlhorn and Zybatow, 2000, for a convincing illustrat, and one and the same accent can
mark both topic and focus depending on the context (Kodza<86, p. 198).

2Since corrections have no contrastive topics, this comtta@uiring’s (2003) claim that the
presence of a strategy—a double question split up into singtiable questions—is a sulfficient
condition for contrastive topic marking. This claim will lpeiestioned in section 4.4.
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Where “whether” John went?

John went to Paris
John didn’t go to Paris
John went to Berlin
John didn’t go to Berlin

/\

Where didn’t John go? Where did John go?
John didn’t go to Paris John went to Paris
John didn’t go to Berlin John went to Berlin

John [DIDN’T Jrgoto[ PARIS ] but he[DID |r goto[ BERLIN ]g
Figure 7: Awh-yes/najuestion split up by thg/nvariable
(16) a. John PIDN’T ] go [ to PARIS ], but he [DID ]+ go [ to BERLIN ] .
b. John didn’t go [ to RRIS ], but [ to BERLIN ] .

(17)a. Oleg[ ne EzDpIL ]+ [ v PARIZ, ]F

Oleg not went to Paris
a [ EzpiL ]y [ v BERLIN. g
but went to Berlin
b. Oleg ezdil ne [ v PARIZ, ] a [ v BERLIN. ]p
Oleg went not to Paris but to Berlin

The functional differences between the two versions (a) @ydie in the do-
main of presuppositions and/or implicatures. The Russatesice (17a) is rather
marked, presumably because it can only be felicitously usedcontext where
goingandnot goingto different places has been at issue. It seems to presuppose
that there is a place that Oleg did not go to, and another letehe did go
to, and specifies the first one to be Paris and the second torbe.Bts English
counterpart (16a) might sound less marked, but with reagvli contrastive topic
accentuation on the auxiliaries it seems to have similayppositions.

In contrast, (16b)/(17b) only presupposes that John/Olegt\somewhere.
The first conjunct negates that on a particular occasion d@mt to Paris, while
the second conjunct states thattbat occasion, irthat event of going to a place,
John went to Berlin rather than Paris. In other words, thengrelemen®aris is
replacedby the correct elemeriBerlinin the description of a particuldohn went
to X-event. We will refer to this property asplacivity, which is the most im-
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portant distinctive feature of corrections among othedgiof contrast® Notice
that in the (a) versions going to Paris and going to Berlintegated as distinct
possibilities, while in the corrections there is only onkevant occasion of going
somewhere and it can either be to Paris, or to Berlin.

We have been using the term ‘presuppose’ in a rather nomiteadisense here.
In the following two sections we will make more precise asptiams about the
nature of the ‘presuppositions’ involved and the lingaistieans that contribute
those presuppositions. Our discussion will concern prilgndre Russian exam-
ples, which can partly, though only partly, be generalisethé English case.

4.3 Negation and its presuppositions

Our first assumption concerning negation will be that it ueposes’ in a certain
weak sense the proposition it negates. This is not the iwadit strong notion
of presupposition which requires the presupposed materiaé entailed by the
context. It is enough that that material is somehow sugdest@ossibility that
could be entertained by someone on the basis of the currBrtmation state.
Horn (1989) calls it ‘supposition’, others have used thentéwveak presuppo-
sition’ (Zeevat, 2008). It is a general characteristicshe#f pragmatics of overt
negation that reflects the fact that one would never saydtitat didn't go to Paris
unless it were somehow possible that John would go to Pdnis.i§ equally true
for English and Russian negation.

Of particular interest to us is the distinction between wisatraditionally
called sententialand constituentnegation. Although we will stick to traditional
terminology, one should keep in mind that it is rather midieg. It suggests that
sentential negation takes scope over the whole sentende, eamstituent nega-
tion takes narrower scope, but as was convincingly showrabghlk (1982) this
is not at all the relevant distinction. From a syntactic pahview, sentential
negation is verbal negation, i.e. the negative partied@ppears immediately be-
fore the finite verb and takes scope over the VP. It has regeaiet of attention
in the literature on Russian especially because it licettsegenitive of nega-
tion, as well as negative polarity (negative concord) itéBasbby, 1980, 2001;
Brown, 1999; Borschev et al., 2006). From a semantic poinief, its assertive
content is just logical negation. For convenience, we vwgilanene to denote
APAQ[Q(Ax—P(z))] where P is a property that stands for the meaning of the
VP, and@ a quantifier denoted by the argument (typically, the subjett still
needs to be supplied to make it a full propositténAccordingly, the weak pre-

13The term is derived from Jacobeplacive negationi.e. a type of negation that requires a
correction according to Jacobs (1982, 1991). The same gyopas also been referred to as
‘denial by substitution’ by Umbach (2004).

Mt is immaterial for the present discussion whether the milagical type is basic for the
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supposition it introduces is simply(P). For example in (18)Q is AP[P(Oleg)]
and P is smoke which gives us-smoke(Oleg) for the assertive meaning of the
sentence, ansinoke( Oleg) for its weak presupposition.

(18) Oleg ne Kkurit
Oleg not smokes

Oleg doesn’t smoke.

In contrast, constituent negation is marked by the parte@&ppearing in
front of “the constituent that is negated,” cf. (19), whic@dmde (almost) any con-
stituent: quantificational and referential DPs, PPs, atal,in particular also VPs
or whole sentences. Thus from a syntactic point of view, tu@nt negation
is cross-categorial negation (at least superficially). alty, the negated con-
stituent receives focal stress.

(19) a. ne [ OLEG ]p Kkurit
not Oleg smokes
b. kurit ne [ OLEG |
smokes not Oleg

It is not Oleg that smokes.

Semantically, “the constituent that is negated” does nsit floean that negation
takes scope over that constituent in the standard senstn8es with constituent
negation have altogether rather different semantics fteersententially negated
ones. Constituent negation is typically assumed to presagthe positive part of
the sentence, e.g. (19) presupposes that someone smokssh@oet al., 2006).
In fact, a stronger assumption seems justified: Russiaesess with constituent
negation have roughly the same semantics as e.g. the Emgigetted specifica-
tional (pseudo)cleft sentences, ileis not Oleg that smoke®r Who smokes is
not Oleg

The first approximation of how this meaning is composed iswha figure 8.
Negation applies to the property of being Oleg[x = Oleg|) associated with the
negated DP, and takes the quantiigio smoke§\PVz € C[smoke(x) — P(z)])
associated with the fronted veKrit as its second argument. Simplifying again,
the positive part of the senten&arit ‘who smokes’ is represented as a univer-
sal quantifiet> Its domain restrictionC' depends on the context of utterance
and realises the idea that only relevant individuals thatk@rare concerned—

Russian negative particle, or the result of syntacticatlgemantically motivated abstraction op-
erations on a lower basic type.

15t is more common to treat free relatives, which participateseudocleft constructions, as
definites, ormaximalindividuals (Jacobson, 1995; Rullmann, 1995). Notions likaximality,
however, implicitly involve universal quantification.
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Vz € Clsmoke(x) — x # Oleg)]

AQQ(Az[x # Oleg])]

T

APYx € Clsmoke(x) — P(z)] APAQ[Q(Ax—P(x))] Az[x = Oleg]
kurit ne Oleg

Figure 8: Semantic composition for a sentence with corestitnegation, (19b)

individuals that smoke on a particular, highly activatedasion. Notice that the
same semantics is assigned to constituent and sentergation:® all the differ-
ence comes from the meanings associated with rest of thersmnrt-the negated
and the positive parts. We assume that these differenceacaoceinted for by
whatever syntactic operations are responsible for the edanord order and ac-
centuation, and especially for the position of the neggbasicle in sentences
with constituent negation. However, no details of the sgtitaanalysis will be
discussed.

As far as presupposition is concerned, first of all, the dnterbkurit, just
like a free relativavho smokegand Fregean definites), introduces an existential
presupposition that someone smokes|§moke(z)]). This accounts for the in-
tuitions of Borschev et al. (2006). Second, negation wepkdsupposes what it
negates, i.e. in the present case it is the meaning of a\o§iseudo)clefit is
Oleg that smokesr Who smokes is Oleyz € C[smoke(x) — x = Oleg]. No-
tice that this can also be roughly paraphraseordg Oleg smokesvhich is equiv-
alent to saying thaDlegis an exhaustive answer to the questho smokest
other words, a sentence with constituent negation like ft83upposes that the
guestionWho smokes"as previously been answered exhaustivelyObgg (or
that this answer was expected or possible).

From a pragmatic point of view, the distinction between tibusnt and sen-
tential negation in Russian is close to the replacive vs-nepiacive distinction
introduced by Jacobs (1982, 1991). Replacive negatios fmalh correction. The
sentences in (19), for example, sound incomplete withowrdirruation stating
who actually smokes, if it is not Oleg. This incompletenessginot lead to un-
grammaticality, but there is a clear sense that after (1®ytlestionVho smokes

18This is partly due to the wide scope of the quantiffeover negation, which in turn only takes
scope over the predicafe in our definition. In other wordsP represents the negated afgdhe
positive part of the sentence. This might not be generalgmtwmaccount for all possible readings
of sentences with sentential negation. Certainly, a moreig and principled analysis can be
provided in the future.
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instead?As somehow “in the air.”

Finally coming back to corrections, our last assumptiohlyglthat the seman-
tics of the positive conjunct has the same sort of built insetivity characteristic
of cleft constructions, e.g. in (20) the underlying struetaf the second conjunct
of ais the same as that of the first and it mesinse C[smoke(x) — x = Romal,
i.e. It is Roma who smokes Who smokes is Romar Only Roma smokes

(20) Kurit ne OLEG, a ROMA.
smokes not Oleg but Roma

Not Oleg, but Roma smokes.

The result is summarized in (21). The fact ti@leg and Romaare competing
exhaustivanswers to the questioliho smokes@reates the replacivity effect that
distinguishes corrections and makes these answers mugdallisive. Obviously,
Oleg smokeandRoma smoke@®o exhaustivity) are compatible statements, while
It is Oleg who smokeandlt is Roma who smokdggsxhaustive) are incompatible,
so if the first happens to be suggested by the context it canbmteplacedby
the second.

(21) a. Presupposition of the negative conjuiat:c C[smoke(z) — = = Oleg]
b. Negative conjunct/xz € Clsmoke(z) — = # Oleg]
c. Positive conjunctyz € C[smoke(x) — x = Roma]

The idea to derive replacivity and mutual exclusivenesk@tbnjuncts in correc-
tions from the assumption that the conjuncts representustiva answers to the
same question has been previously developed by Kasimi6jd@ther account

of the Germarsondern Our proposal implements the same idea, except that if
Kasimir makes exhaustivity of the conjuncts a presuppmsitonventionally as-
sociated withsondernin our case it is not part of the semantics of the Rusajan

1"This assumption can be motivated by parallelism betweerdhnérasted items, which ulti-
mately boils down to assuming that exhaustivity is alreaolytained in the topic question. That
is, thewh-yes/nequestion in corrections is construed@géve € Clsmoke(z) — &(xz = y)],
wherey is thewh-variable ranging over Oleg, Roma, etc., &nid theyes/no-variable that takes
negation ) or an identity function as its values. In other words, thegiion iswho is it not who
smokes and who is it who smokd$Gwever, exhaustivity itself needs to be constrained bypato
guestion, and a cleft sentence likés (not) John who smokesquires a question of the forvitho
smokes?so one would have to assume that, for instance, the negathjanct in (20) is both an
answer toNVho is it not who smokesthdWho doesn’t smokeld principle, there is no reason why
one and the same sentence should not have more than onerdéestapic, but a principled theory
that constrains this set of topics still needs to be develope
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but is contributed by constituent negation, which is olifigain correctiong®1°
English corrections are rather more problematic becausg dio not seem
to contain any linguistic device with which exhaustivityub be associated by
convention. Of course, there is pragmatic exhaustivity-efault operation with
roughly the same effect as that of a cleft construction omptmticleonly. How-
ever, pragmatic exhaustivity applies to non-correctiarsg ps much as it does
to corrections. For example, (22a) is a correction: the gemknd assumption
negated by the sentence is that John would go only to Patibgbwent to Berlin
instead (replactivity). In contrast, (22b) is not a coni@tt John could have gone

8|n fact, it appears to be a recurrent pattern across languthgecorrections are formed with
a construction that encodes exhaustivity by conventiom.ekkample, corrections in Japanese are
formed with a cleft construction, see e.g. examples fromi&008, p. 134).

1%There are some curious exceptions to the claim that coorestilways involve constituent
negation. In (i), both the negative existential predicegBorschev et al., 2006) and the negative
concord itemni odnogo‘(not) a single’ indicate sentential negation. In (ii) it ke negative
concord itennikakix‘no’. Nevertheless, both are followed by a correction vath

() Na etoj grjadke net ni odnogo ovosca a tol'ko sornjaki.
on this patch thereisn't no single vegetable but only weed

(i) Oleg ne ugonjal nikakix masin,
Oleg not stole no cars
a igral ves’ veCer so mnoj v Kkarty
but played all evening with me in cards

Oleg didn’t steal any cars, but was playing cards with me\aghéng.

Possibly, what happens here is a reinterpretation of thiecfirjunct as one with a constituent
negation:There are no vegetables What there is is not vegetable3leg didn’t steal any cars>
What Oleg was doing is not stealing carghis is supported by the fact that, although generally
Russian corrections witlican be turned around—positive conjunct first, negativersgad. (15a)
vs. (15b)—this is not possible in these examples:

(i) Na etoj grjadke tol'’ko sornjaki,
on this patch only weed
a. # a (net) ni  odnogo ovosca.
but thereisn't no single vegetable
b. a ne ovoSti.
but not vegetables

(iv) Oleg igral ves’ veCer so mnoj v Karty,
Oleg played all evening with me in cards
a. # a ne ugonjal nikakix masin.
but not stole no cars
b. a ne ugonjal maSiny.
but not stole cars

Notice that the versions without the negative concord itéiib) and (iv-b) are felicitous.
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to Berlin and Paris, or to neither place, so it is not the cas¢ dJohn went to
Berlin insteadof Paris (Umbach, 2004, pp. 171-173). If pragmatic exhaiigti
were responsible for the replacivity effect in the correct{22a), why is (22b) not
replacive? The only superficial difference between (22d)(@8b) is thabutcon-
nects terms in (22a) and sentences in (22b). Whether tifiéseliice can be related
in a systematic way to exhaustivity remains an issue foharrinvestigation.

(22) a. John didn’'t go toARIS, but to BERLIN.
b. John didn’t go to RRIS, but he went to BRLIN.

4.4 Why corrections have no contrastive topics

In the last section it was shown how the properties of coimastin Russian, in
particular replacivity, can be derived from the propertégonstituent negation
used in correction sentences. In this section, we look agathe differences
between corrections and oppositions wids/netopics, and present some (as yet
very tentative) ideas on the question of why correctionsikaroppositions, do
not have contrastive polarity topics.

According to Buring (2003), not only is contrastive topecantuation a signal
that the sentence addresses one in a series of single eagiaétions dominated
by a double question, but it is also obligatory in case thealisse topic has these
characteristicd® So far we have tacitly rejected the latter of these two statem)
now it is time to say so explicitly: the view that correctiomgdress double/h-
yes/netopics split up by polarity can only be maintained if thipé&yof discourse
strategy is a necessary, but not a sufficient condition fatregtive topic marking.
What is then a sufficient condition? What is needed in addlitoothe discourse
strategy to license topic accentuation and how would it @xpthe difference
between corrections and oppositions?

The first hypothesis that we will make is that there is a pesfee for con-
trastive topics that are also given, contextually actidedad talked about. For
Buring’s example (23) itimplies that if Fred and Mary wereyiously mentioned
and are talked about, one would prefer to go by people makiad &d Mary the
contrastive topic as in (23a). In contrast, if the talk isatifood, so the beans and
the eggplant were mentioned or are accessible via a bridigiegence while Fred
and Mary are new then it might be better to go by food and chtusstructure
in (23b).

(23) a. [ Fred } ate [ the beans], [ Mary ] ate [ the eggplanty] .
b. [ Fred ]- ate [ the beans;} [ Mary ] ate [ the eggplant] .

20To be more precise, topic marking in Bilring’s theory is oobligatory when the strategy is
implicit, i.e. the single variable subquestions are natneitl, but just presupposed by the speaker.
Since we only deal with implicit strategies here
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This is not to suggest that the notions of givenness, refexetivation or about-
ness topic should be conflated with the notion of contrastipéc. Rather, just
like subjecthood, definiteness and animacy are distinebn®wvhich tend to fall
together—subjects are definite and animate most of the #assén, 2003; Zee-
vat and Jager, 2002)—different varieties of topic tendecabgned in a similar
way. That s, there is perhaps no categorical requiremeanttimtrastive topics be
also aboutness topics or given, but an optimisation prquesers sentences with
given contrastive aboutness topics.

Our second hypothesis in light of the first is that polarityues make bad
topics. Although we have seen that in Biring’s theory theyjast as good con-
trastive topics as they are foci, one has to admit that thelyenhttle sense as
aboutness topics or as entities subject to activation in omgnCeteris paribus,
splitting by thewh-variable (24b), which makes a usual term the contrastpeto
is always preferred to splitting by thees/nevariable (24a). In fact, what seems
like ayes/netopic in (24a) is most probably something bigger—perhappen
proposition ofOleg not goingvs. Oleg goingsomewhere. These are entities that
can be activated and talked about. This would explain why)2lonly appro-
priate in a context where Oleg not going and Oleg going sormeesvfand not just
yesandno) are somehow activated or salient (cf. discussion in seetid).

(24)a. Oleg[ ne EzpIL ]+ [ v PARIZ, ]F

Oleg not went to Paris
a [ EzpiL ]y [ v BERLIN. g
but went to Berlin

b.Oleg [ v Pariz ]r [ ne EzDIL, ]r
Oleg to Paris not went
a [ v BERLIN ]y [ EzDIL. ]r
but to Berlin went

In corrections, the instantiations of td+variable, presumably, cannot be topic
because they have to be focus in order to feed the right \varaata restriction to
exhaustivity, pragmatic or encoded in a cleft-like condtian, which is respon-
sible for the replacivity effect, cf. section 4.3. Withobtt a correction is not a
correction. Making the topic “bigger” than just tlyes/nevariable as in (24a) is
also problematic because it is not clear what extra matecaluld include. As-
suming that the negative topic should contain at least daunggthat falls within
the scope of negation (such as g@ngin (24a)), the only candidate in (25) is the
property\z[z = Paris|, but that, again, is the focus.

(25) Oleg ezdil ne [ v PARIZ, ] @ [ Vv BERLIN. ]p
Oleg went not to Paris but to Berlin
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Finally, if polarity on its own cannot function as a propgpitothat combines prop-
erties of contrastive, aboutness and given topics, we &revibiout a constituent
that qualifies for contrastive topic accentuation.

Of course, this explanation is much too sketchy to be con@dusut once it
is worked out it would be a considerable step in showing taptroperties of the
corrective uses of contrast markers l&ie Russian follow naturally from the gen-
eral contrastive function of those markers plus other dataristics of correction
sentences, such as constituent negation, exhaustivtyl Bén there is no need to
treatnot ... butin English orne ... a/ a nén Russian as a fixed collocation, but
simply asnot plusbut, or neplusa.

5 Conclusions and outlook

We started with the observation that correction is oftemaligd by the same
markers as contrast, especially the opposition type ofrastit This regularity
is captured by universal semantic maps of Malchukov (20@d)Mauri (2008),
and the one proposed in section 2, figure 3. Now we can say nianet ghe
nature of the links between the function®CrRASTIVE COMPARISON, OPPO-
SITION, ADVERSATIVE and @RRECTION The first three are relations between
distinct answers to various subsorts of multiple variablesgions. Moreover,
ADVERSATIVE is more closely related to ®P0osITION than to GNTRASTIVE
COMPARISON because both BVERSATIVE and QPPOSITIONINnvVolve wh-yes/ne
guestions—questions whose one variable is of the polafig.tin this paper we
have shown that GRRECTIONCcan be seen as another special casenf-ges/ne
strategy. Its specific characteristics are: (a) the matiyariablewh-yes/ne
questionwho “whether” P? is split into single variable subquestions by polarity,
i.e. one subquestion addresses the positved P?) and the other the negative
part of the questionWho notP?) ; (b) one conjunct negates thatis an exhaus-
tive answer to the questiowho P? while the other conjunct asserts thatis.
Thus what makes GRRECTIONand CQPPOSITIONSO closely related is again the
fact that they both answerwh-yes/nequestion. In fact, in light of the present
proposal it would be most adequate to defirePOsITIONas a relation between
distinct answers to wh-yes/nequestionexcepthe subtypes characteristic of cor-
rections and adversatives—therefore its position on tbgstoads. In other words
itis the similarities and differences between the typessfalirse topic that deter-
mine which functions on the contrast semantics map are moselg, and which
are less closely related.

The other question that we asked in the beginning of the paagwhether the
combination of negation aralin Russian (obutin English) is a fixed collocation
with correction semantics, or whether the correction sdimsmnesults indepen-

26



dently from the properties & as a general contrast marker in combination with
the properties of negation. We have gone a long way in prothedatter point.
Indeed, using the same notion of discourse topic one canedafgingle general
meaning fora: a relation between distinct answers to a multiple varigjlestion
whose variable types are unspecified (excepithg-yes/neagjuestions of the ad-
versative type, because for those conjunchons the preferred marker), as this
is done e.g. in Jasinskaja and Zeevat (2010). Since carestia special case of
wh-yes/npwhich in turn is a special case of a multiple variable questcorrec-
tion falls within the domain of. The same holds for the Engliglut. sincebut
markswh-yes/nestrategies of all kinds, it can in particular be used forection.

In turn, the replacivity property and the presuppositidret tve find specifi-
cally in corrections could all be put on the account of neatind exhaustivity.
The Russian case was relatively easy to handle becausetommsein Russian re-
quire constituent negation, and exhaustivity is simpltbaoto the conventional
semantics of sentences with constituent negation. The spm®ach could be
applied to English if negation is made to interact with pragimexhaustivity in
the right way.

In sum, this paper offers a theory of correction that ex@atis marking pat-
terns in Russian and English and its most central semandipegmatic proper-
ties.

There are still many loose ends, unanswered questions afteprs. Let's
mention just one of them because we did not get a chance tosdigan the body
of the paper. The semantic map proposed in section 2, figurel\3connects the
CoRRECTION function to GPPOSITION At least, this arrangement of functions
is best motivated from the point of view of the theory of castrbased on topic
question types. According to the strong contiguity clainthef semantic map ap-
proach, this predicts that whenever a contrast marker @& igge€CORRECTION it
should also be able to markr®@osITION Or in other words, if ©NTRASTIVE
CompPARISON and @RRECTIONare marked in the same way, theREDSITION
should be marked in the same way as well. Japanese is a lanthatdalsifies
this prediction. The relevant contrastive relations carctaveyed in Japanese
by the converb markete (-de), roughly ‘and’, and the clause final markeya,
roughly ‘but’ (Mauri, 2008).-Gahas an AVERSATIVE function.-Telooks like a
general additive marker which in particular can be used fPKCRASTIVE COM-
PARISON It is also used in corrections, as in the following exampderf Mauri
(2008, p. 134):

(26) tyuumonsi-ta-no-wakootya-de-nakue koohii-desu
orderPRFNR-TOP  tea-COPNEG-COORD coffeecop

What | ordered is not tea, but it's coffee.
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However, QpPOSITION In examples likeJohn likes football, but Bill doesnis
expressed by the markeaga. This makes the marking region @é discontinuous.

(27) John-wa sakka-ga  suki daga Billlwa suki ja-nai
JohnTop footballNoM likes corbut Bill-TopP likes CORNEG

John likes football, but Bill doesn't.

An ad hocsolution would be to draw an additional line betweeQRRECTION
and @NTRASTIVE COMPARISON, though this is not so appealing since it makes
the semantic map weaker. Another possibility is to use thakweiachronic
interpretation of semantic maps: 4fe is an older marker with a general ad-
ditive/contrastive function (distinct answers to an urtsieed type of question),
while -gais expanding from a purely adversative marker and takes©veO st
TION as a new function, it creates a ‘hole’ in the marking regiontef Finally,
the single meaning approach would come to terms with thisadéwmarking pat-
tern, if it could be shown that there is some independentretisat preventsga
from being used in corrections. Thei@ once again receives a general function
of marking distinct answers to an unspecified type of quasfldis is so general
that it covers in particular also@RRECTION Wh-yes/negquestions are excluded
from the marking domain ofte since there is a better marker for them, namely
-ga. However, the ©RRECTIONtype wh-yes/nequestions are not excluded if
there for some independent consideratiayesis not the preferred marker for that
question type. Which of these solutions is right is to beifi¢att by future re-
search.
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