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1 Introduction

This paper is concerned with corrective uses of contrastigekers, such as the
Russian conjunctioa and the English conjunctidout, illustrated in (1) and (2),
respectively. It is characteristic for these uses that soomgextually salient
proposition is explicitly negated in one conjudbfin didn’t go to Pariy while

the other conjunctt¢ Berlin) presents an element that should “replace” the wrong
part of the negated propositioto(Paris). In German this function is unambigu-
ously expressed by the conjunctisandern (3), while in English and Russian it
is only one of a whole range of uses of less specific connexctive

(1) a. Oleg ezdil ne v Pariz, a v Berlin
Oleg went not to Paris but to Berlin

b. Oleg ezdil v Berlin, a ne v Pariz
Oleg went to Berlin but not to Paris

(2) John diah’t go to Parisputto Berlin.

(3) Hans ist nicht nach Paris sondern nach Berlin gefahren
Hans is not to Paris but to Berlin gone

This understanding of the terorrectionis common in typological literature
(e.g. Malchukov, 2004; Mauri, 2008). To prevent terminadadjconfusion, this
notion should be distinguished from tepeech acof correction in e.g. Asher and
Lascarides (2003, pp. 345—-350), such as the utterance ¢agaker B in (4).

(4) A: They gave Peter the new computer.
B: a. No, they gave@HN the new computer.
b. No, they didn't give it to BTER, but to DHN.



Of course, correction as the type of coordinative constmaan (1)—(3) can be
used to perform correction as a speech act, cf. (b) by sp&ikef4). One might
even argue that from an evolutionary point of view this is gremary use of
corrective coordination. However, both corrective copadiion has other uses,
and the correcting speech act can be done by other means-+-tase they are
quite different entities and it is only the first notion thiaistpaper will deal witH.

Apart from correction, the Russian conjunctiarhas other functions which
all lie in the domain of contast taken broadly. Work ain Russian linguistics
has mainly concentrated on these other functiona @€reidlin and Paducheva,
1974a,b; Sannikov, 1989; Fougeron, 1990; Uryson, 2002 ngnothers), while
the corrective function has usually been attributed to afis@locationne ... a
/ a ne consisting ofa and the negative particlee, and was excluded from the
general analyses @f However, it is a common pattern across languages that the
same marker is used for correction and for (one or other typeamtrast—the
Englishbutis another famous case—so a reduction of correction to aspase
of contrast is an obvious thing to try. This is the goal of tlesent paper. It
presents an attempt to derive the properties of the coreeaBes ofa from the
general characteristics afas a contrastive marker, the semantics and pragmatics
of negation, and the properties of the context of use. [@shivith English]

This paper is structured as follows. Section 2 takes a closérat the cross-
linguistic regularities in correction marking, partictiiaat the question which
other functions from the contrast semantic space cormeatarkers tend to have.
Section 3 briefly recapitulates the theory of contrast frasirkkaja and Zee-
vat (2008, 2009), while in section 4 that theory is appliedaarection. Finally,
section 5 presents the conclusions and discusses furtlestigos raised by this
study.

2 Correction marking across languages

Some languages do not mark correction at all, i.e. cornecsi@xpressed by sim-
ple juxtaposition of a negative and a positive conjunct,clitis also an option in
English: John didn't go to Paris. He went to BerlirOther languages have ded-
icated markers of correction, i.e. markers that unambiglyoexpress correction
and nothing else, such as the Gernsamdern the Spanistsing etc. Yet other
languages use the same marker for correction and some atietions. Among
those languages, correction is frequently coupled witletions that can be char-
acterised as contrastive in one or another sense. Russiaaragtish clearly be-
long to this group. This section will first present the mospartant distinctions

1See Kasimir (2006) for detailed discussion of the termigal issue.



between various kinds of contrast that make it possible éojadtely describe the
similarities and differences between (the non-correcises of) the Russiamnand
the Englishbut Then the most relevant theoretical prespectives uponrttegge
ing picture will be presented.

2.1 Non-corrective uses of correction markers

Adversative: The first group of uses includes at least two relevant sulpgrou
The first one covers the ‘prototypical’ instances of Lak®ffLl971)denial of ex-
pectation i.e. cases where the second conjunct denies some nornsdquence

of the situation presented in the first conjunct, as in (Sidpshort usually im-
plies bad performance in basketball, but this expectasialenied. In English, this
function is experessed kyut, the same marker that is used for correction, while
the Russian adversative markent a different one from the correction marker

(5) John is short, but he is good at basketball.

The second subgroup includes the so-calleglmentativeuses ofbut and the
Russianno (Anscombre and Ducrot, 1977). The argumentative functsofulr
filled where the the conjunctd and B present an argument and a counterargu-
ment for a claimC'. E.g. in (6), the fact that the ring is beautiful normally iles
that we should buy it, but the fact that it is expensive imptieat we shouldn't.

(6) This ring is beautiful, but expensive.

There has been a lot of effort to reduce both types of usereithéenial of ex-
pectation or to the argumentative function. The theory sansed in section 3
presupposes a reduction of the latter kind. In any case,istiection is irrelevant
for our present purposes, both subgroups together calestne class of non-
corrective uses that we will refer to adversativeollowing Malchukov (2004).

Contrastive comparison: This term taken from Blakemore (1987) will be used
to describe the second group of cases, where the conjoinpadgitions are pre-
sented in a parallel fashion, so as to highlight the sintitsgiand differences be-
tween them. There is no restriction to two conjuncts hemrxetltan be three and
more, as in (7). Crucially, the conjuncts must diffetwo (or more) constituents,
e.g. the subject and the object of liking in (7), leading t@atcastive topic-focus
structure:Oleg Romaand\Veraare the contrastive topicotball, basketballbnd
tennisare the contrastive foci. Contrastive comparison in thegmesense cor-
responds closely to what is known in Russian linguisticshasopostavitel’'noe
znachenig¢‘comparative meaning’) of the conjunctiar(Kreidlin and Paducheva,
1974b). Thus this function is conveyed in Russian by the saarker as is used



for correction, while English uses a simple additive maksal

(7) Oleg ljubit futbol, Roma basketbol,a \era tennis
Oleg likes football Roma basketball and Vera tennis

Oleg likes football, Roma likes basketball, and Vera lilewnis.

Examples very similar to (7) also appear in the literaturdeuriabels such as
semantic oppositiofLakoff, 1971), orformal contrast(Asher and Lascarides,
2003). These labels, as well as Blakemorsstrastive comparisowere intro-
duced originally to distinguish the uses lafit in John is tall, but Bill is small
from the proper adversative uses illustrated above. Indesegms possible to use
but in the function we have just defined when the number of coepbiclauses
is exactly two (Foolen, 1991). However, as will become clagasently, there is
a subtle difference between those usebuifandcontrastive comparisom our
definition.

As a final terminological remark, it is not clear that the regonent of at
least two points of difference between the conjuncts andctmrastive topic-
focus structure plays any important role in the originalmigbns of contrastive
comparisonor semantic oppositianit does, however, in our definition, because
this is the feature that licenses the useaah Russian. If the conjuncts only
differ along one dimension, as dohn did the dishes and went shoppiadere
did the dishesand went shoppingoresent distinct actions, but the actor is the
same, a different conjunction is used in Russian—a simpliiae markeri (see
Jasinskaja and Zeevat, 2008, for detailed illustration).

Foolen’s tests: The third relevant type of contrast does not have any widely a
cepted label of its own and has rarely been distinguishedseeaial function,
or use, or meaning of contrastive conjunctions. It is veryilsir to contrastive
comparison in that the conjoined propositions also haveftercalong two di-
mensions. However, along one of those dimensions the vahmdd not just be
different, but in some sense opposite, e.g. the antonym8)jril{e positive vs.
negative polarity in (9).

(8) Johnis tall, but Bill is small.
(9) John likes football, but Bill doesn't.

The opposition can also be pragmatic in nature, as in (10yavbee conjunct
confirms and the other denies a contextually salient prdpasiThe contextual
tests in (10) and (11) were introduced by Foolen (1991) toeuthatbut in all

its uses involves a denial of expectation, as in (10). If athjucts confirm the
expectationand must be used, cf. (11). Whether or not we want to subscribe to



CONTR. COMPARISON \ OPPOSITION | ADVERSATIVE
Russian a no
English and | but

Table 1. Russian and English contrast markers

Foolen’s reduction obut to denial of expectation, his tests do draw the crucial
distinction between contrastive comparison and the typsoafrast in question.
Perhaps it would be best to reserve the teppositionfor this type of contrast.

(10) A:  John and Peter both live in Amsterdam, don’t they?
B: No. John lives in Amsterdam, but &nd) Peter lives in Rotterdam.

(11)A:  John and Peter don't live in the same place, do they?
B: No. John lives in Amsterdam, and jut) Peter lives in Rotterdam.

Thus opposition in the present sense is expressdaibin English. It should be
obvious that the “oppositeness” of the conjuncts implied there can be only
two, which is in accordance withut's restriction to two conjuncts.

In contrast, Russian usasn this function, the same marker as for contrastive
comparison, and not the same as for denial of expectatioparently, the parallel
presentation and the contrastive topic-focus structurestaut to be decisive for
the choice of conjunction.

Finally, this section can be summarised as shown in Table gartArom cor-
rection, the Russian conjuncti@marks contrastive comparison and opposition,
while the Englishbut marks opposition and adversative contrast. Thus both the
Russiana and the Englistbut are markers of contrast, but they mark different
types of contrast.

2.2 Typological theories of correction

Why is correction often marked in the same way as contrast® wmy does
Russian use a contrastive comparison marker for correatibile English uses
an adversative? In this section we take a brief look at tygiokd theories that
bear on these questions.

A well-established approach to describing multifunctiggg@atterns of gram-
matical markers across languages is basetboiceptualor semantic mapsrThis
approach has also been applied to correction and contrakimgawe will review
two recent proposals in this framework: Malchukov (20049 &mauri (2008).
The definition of semantic maps assumed in those studiesssctosely related
to Haspelmath’s (2003) version, according to which a seimamap is a contigu-



ous graph, whose nodes represent the possible functionseitan group of
markers, such as those defined in the previous section. &s edsere more than
one function is expressed by the same marker, the approaehtisal with respect
to the question whether those functions constitute diffesense®f that marker,
which is then polysemous or homonymous, or whether thosetibirs are just
differentusesof a marker with a single abstract meaning. The main critemo
the choice of functions for the nodes of a semantic map isseinguistic com-
parison: it should be possible to represent the meaningaf eglevant marker
in every particular language as a subset of the nodes in tpe e meanings
of two markers in two languages are equivalent, they are e ppthe same set
of nodes; if the meanings are different, the sets of nodes beudifferent, too.
Thinking of CONTRASTIVE COMPARISON, OPPOSITIONand ADVERSATIVE as
nodes of a semantic map, it becomes clear that havir8I1TIONSeparate from
both other nodes is important to express the difference dmvthe Russian and
English contrastive conjunction systems, cf. Table 1.

The arcs of a semantic map connect most “closely relatedyiast “similar”
functions. Which functions are closely related is again &enaf cross-linguistic
comparison. The main claim of the semantic map approachisrbltifunctional
markers do not express arbitrary subsets of possible fumtbut only functions
that are closely related. A semantic map gives an adequateipiigon of the uni-
versaf arrangement of functions based on their relatedness ifé¥ery marker
in every language the set of functions expressed by thatenadastitutes aon-
tiguoussubgraph of the map.The arcs also have a diachronic interpretation: a
marker can only acquire a new function that is immediatelynezted to one it
already has, and cannot “jump” over functions in betweens a direct conse-
guence of the contiguity requirement, though occasioritadign create exceptions
to contiguity at a synchronic level, i.e. if markdracquires a new function for-
merly covered by markeB, it can splitB’s subgraph into two unconnected parts.
The theoretical status of such exceptions is a matter oftdgleterences].

Finally, let’s consider the place of correction in relatimncontrast in the se-
mantic maps proposed by Malchukov (2004) and Mauri (2008 in figures 1
and 2. Malchukov’s function AVERSATIVE is the same in all relevant respects
as our notion of the adversative function. The functiadNTRASTIVE, however,
corresponds roughly to Lakoff’'s (1971) semantic oppositiand thus conflates

2[Remark by Laura Janda.]

3The present formalization of semantic maps as graphs ddesegessarily reflect precisely
the general use of the term, or even the version presentedspdtmath (2003). In particular, it
disregards any issues related to representation in twbreetdimensional space and makes ‘sim-
ilarity’ of functions a purely categorical notion. Two futiens either are immediately connected
or not. This simplified view of the semantic maps geometrjp@yever, consistent with the way
they are applied to contrast and correction in the studigewed in this section.



— CONTRASTIVE — ADVERSATIVE

\
CORRECTION

Figure 1: Correction in Malchukov’s (2004) semantic map

— OPPOSITION — CORRECTION — COUNTEREXPECTATIVE

Figure 2: Correction in Mauri’s (2008) semantic map

CORRECTION \ CONTRASTIVE | ADVERSATIVE
Russian a no
English but
| and |

Table 2: Russian and English marking patterns in Malchukmap

OPPOSITION \ CORRECTION | COUNTEREXPECTATIVE
Russian a no
English and | but

Table 3: Russian and English marking patterns in Mauri’'s map

our present notions of contrastive comparison and oppositMauri's QGPPO-
SITION, in turn, corresponds closely to our contrastive comparigmt to our
opposition!), while opposition in our sense and the adusesdunction are con-
flated under the label @UINTEREXPECTATIVE* Thus, Malchukov’s claim is that
whenever a contrast marker is used for correction it shoalthe same marker
as is used to connect sentences with contrastive topicfscucture, no matter
whether the conjuncts are ‘opposite’ or just distinct altwg dimensions (both
being part of the ONTRASTIVE function). Mauri’'s map ammounts to (almost)
the same claim. Although contrastive comparison is sepdriiom opposition
in our sense (the latter being part obGNTEREXPECTATIVE, CORRECTION IS
placed between them, and thus can share markers with efttiesro.

Although both maps are consistent with the Russian and &mnglrrection
marking patterns, i.e. they do not create non-contiguoukinm@regions, cf. ta-
bles 2 and 3, they leave space for improvement in at least égjpects that will

4The ‘..’ node in both figures stands for a set of functionsuding plain additive and tem-
poral conjunction, i.e. functions covered by the non-castive uses oénd in English and the
conjunctioni in Russian.



— CONTR. COMPARISON — OPPOSITION — ADVERSATIVE

\
CORRECTION

Figure 3: Correction and opposition in a semantic map

be of interest to us. First, both maps do not cleanly delséa¢ functions of
different contrast markensithin Russian and English systems. Since Malchukov
lumps together contrastive comparison and oppositiorsubée difference in the
usage of the Englisandandbutobserved by Foolen (1991) is not reflected by the
map. Mauri’'s map, in turn, creates the wrong impressiontti@abnly difference
between the Russian and the English systems is “on whoséGm@RRECTION
is. This is because Mauri follows Foolen in regarding opposias a special case
of denial of expectation and does not separate it from ®ONIEREXPECTA
TIVE function. However, Foolen’s reductionist approach, whitlght be useful
in finding a single abstract meaning for the Englislt, is not very helpful in
constructing a semantic map. As was pointed out above, andtfierence be-
tween the English and the Russian systems is in marking dppo<f. table 1: in
Russian both correction and opposition are coupled witlirastive comparison
in &, whereas in English they are both coupled with the adversatibut One
might formulate a stronger hypothesis based on these digsrg, namely that
CORRECTIONIs only related to ®POSITIONIN our sense. A semantic map that
suggests itself is shown in figure’ 3 his map represents our (preliminary) answer
to the question why Russian uses a contrastive comparisdtentfar correction,
while English uses an adversative. Whenever a contrastan&kecruited for
correction, it should be an #»osITION marker. Since in Russianf®OSITION
is coupled with @NTRASTIVE COMPARISON in a, the same marker is used for
CORRECTION Since in English ®P0OsITIONIs coupled with the AVERSATIVE
function inbut, CORRECTIONIs also expressed byt

The second problem has to do with a general feature of thergenmaap ap-
proach. Semantic maps only represent claims about theeggisof relationship
between two functions, but not about the nature of thatioeahip. This is the
central question to be addressed in this paper: What mak&RECTION and
contrast, especially theEPOSITIONtype of contrast so closely related? To make
this relationship explicit we will make use of the analytols of formal seman-
tics. Only if it can be shown that @RRECTIONIs a special case of &POSITION
(or another type of contrast expressed by the Rusmiamd only if the realisa-

5As will be shown in section 5 this semantic map is falsifiedeome consider a broader
selection of languages, but it is consistent with the Rusaiad English data, so we will stick to it
for the time being.



tion of a’s corrective function (of all other possible realisati@mi®pposition) can
be predicted from context, can we talk about corrective wses general con-
trastivea, rather than a special corrective ‘meaning’afin order to answer this
question, the next section presents a theory of contrast énar previous work,
and section 4 integrates correction into that theory.

3 Atheory of contrast

The first assumption underlying the theory developed innd&sja and Zeevat
(2009) is that discourse normally sticks to the same topij$ to continue talking
about the same objects and evéhiBhe introduction of new referents, all kinds
of forward movement and change must therefore be markeditidtddis one of
the linguistic categories that serve this purpose. Fohgwieevat and Jasinskaja
(2007), additive markers, suchalsoandandin English, signal that the semantic
objects they connect pertain to the same discourse topicthe same question
under discussion, but givdistinctanswers to that questidnThinking of ques-
tions in terms of Hamblin alternatives (Hamblin, 1973), #mswerslohn snores
andMary snoredo a question lik&Vho snores?-{John snoredvary snoresBill
snores...}—are distinct, wherea¥ohn snoresindJohn and Mary snorer Mary
snoresandmy sister snoresf Mary happens to be my sister, are not. Distinctness
of question alternatives also plays a central role in thend&fns of information-
structural contrast (e.g. Rooth, 1992), and as will be sh@foontrast as a dis-
course relation, as well.

Second, the central claim of our proposal is that varioustizddadversative
and contrast markers can also indicatetyipe of questiothat their conjuncts give
distinct answers to. The question types relevant for thergegn of the English
and Russian conjunction systems differ according to twonnparameters: the
number and the type of question variables. In terms of thebeuraf variables,
the most important distinction is between single and midtyariable questions,
which corresponds to the number of dimensions in which tlestjon alternatives
differ. The canonical cases are sing{o snores?cf. above) vs. multiplevh-
questions, e.gWho likes what2Who gave what to whom@tc., respectivel§.in
the most general form, thenotation is used to refer to a single variabtdpr an

6See e.g. Givon (1983), as well as Zeevat (2006) and Jagngz07) for an application of
this idea to discourse relations.

This is an implementation of the old idea that the structaral/or semantic similarity and
relatedness of the conjunctsarfid has to do with them sharing a topic (e.g. Lakoff, 1971).

8The term ‘multiple (variable) question’ is not intended &far to arbitrary conjunctions of
questions, e.gWhat did you buy and is it edible&lthough multiple variable questions can nor-
mally be represented as a conjunction of single variablstipres (see examples below), the re-
verse does not generally hold.



Who likes what?

John likes football
John likes basketbal
Bill likes football
Bill likes basketball

/\

What does John like? What does Bill like?

John likes football Bill likes football
John likes basketbal Bill likes basketball

John likes football Bill likes basketball

Figure 4: A(Z, y)-question

unspecified number of variables (a tuple of one or more),(@ng) for multiple
variables (a tuple of two or more). Variable types can be giwf in montago-
vian terms:t for truth value e for entity, plus various compound types, including
propositions—, or (s, t). In natural language, single variable questions of type
(z¢-questions) are the normgln-questions likedDoes John snore?epresented by
two alternatives which differ in polarityJohn snoreslohn doesn’t snoe What

we usually refer to asvh-questions, are questions over variables of types other
thant. For certairvh-words these types can be more closely specified yéhyg-
questions ask for propositions,{ or event descriptionsr(z ), assuming that’
stands for eventuality as a subsort of entity). Finallyfaierwh-words can also
specify a third parameter—the relation in which the vagastiands to the rest
of the question, e.g. fawhy this is a causal relation in a broad sense including
causality at the level of events, relations between a setémnd a supporting
argument, as well as between a speech act and a justificatigrefforming it
(Sweetser, 1990). The,;, notation will be used to indicate both the variable
type and the relation specified kayhy.

The classical additive conjunctions like the Engleshd and the Russiam
express additivity with respect to some unspecified kindueftion, Ao0D(%). The
Russiama is also additive, but imposes an additional restrictiort tha question
addressed by its conjuncts be a multiple variable quesfiam ((z, y)). In this
case additivity implies distinct instantiations all the variables, e.g. to double
wh-questions\(Vho likes whatPthe conjuncts must give doubly distinct answers
e.g.John likes footbalV/s. Bill likes basketballcf. figure 4.

Crucial to our analysis of the relationship between the Rinssand the En-

10



Who “whether” likes football?

John likes football
John doesn't like football
Bill likes football
Bill doesn't like football

/\

Does John like football? Does Bill like football?

John likes football Bill likes football
John doesn't like football Bill doesn't like football

John likes football Bill doesn’t

Figure 5: A(Z, y,)-question

glishbutis the fact that a special case(af, y)-questions is constituted Ry, v;)-
guestions, i.e. multiple variable questions whose onealsdgiranges over truth
values as in g/n-question, see figure 5English and Russian (probably as well
as other natural languages) cannot express this type ofiguéy a simple inter-
rogative sentence, the best gloss one could give to the sdtevhatives shown
in figure 5, isWho “whether” likes football? In English, one can express this
guestion either by conjoining a numbengdf-questions, as in figure 5, or by con-
joining two wh-questions/Vho does and who doesn't like footbalFdr the rest,
the analogy betweef, y,)-questions and standard multipiéa-questions is obvi-
ous, cf. figures 4 and 5. We propose that the Endligttonjoins distinct answers
to a (7, y;)-question, AD((Z,y;)). Previous accounts of contrast as a discourse
relation (andbut as its marker) have introduced negation as an essentiabpart
its definition (e.g. Knott and Sanders, 1998; Kehler, 20Q2hbach (2004, 2005)
has formulated this generalization in terms of (impliciegtion answering: one
conjunct ofbut has toconfirmand the other has tdenya related contextually
salient question, cf. (12a) and (12b).

(12) A: Does John like football and does Bill like football, too?
B: a. [Yes] John likes footballhut [no] Bill doesn't.
b. [Yes] John likes footballand[yes] Bill does, too.

Our analysis is just a further generalization of UmbachBe Twoy/n-questions

SWe take it as a fact that a question can have at most one vaoéhblpet, so (7, y;) means in
practice that all the variables exceptare normaivh.

11



answered by the conjuncts blt in (12a) are the result of splitting a double
(x,y;)-question, where the-variable ranges over John and Bill, cf. figure 5. The
switch in polarity is once again a consequence of the distess of answers to
the yes/no part of the question.

In turn, a special case of, y;)-questions is constituted hyhy-y/rnquestions,
(Twhy,ye) In terms of variable types. E.§Vhy “whether” should we buy this
ring? — [Why should we buy this ring?] It is beautiful, but [wkhouldn’t we
buy this ring?] it is expensiveThis question type is signalled in Russian by the
conjunctionno, ADD({zu,, y:)). English does not have a special marker, so the
less specific markdsutis normally used.

In sum, both proper additive and contrast markers in Russi@nEnglish ex-
press an additive relation between their conjuncts, isirditness of answers to a
question, while the question types they associate witht@atesan implicational
hierarchy, each of the relevant types discussed is a spedalof another type:

but and

(13) ADD(Zyny,y:) = ADD(Z, y;) = ADD(Z, y) = ADD(Z)

no a i
For the sake of readability, less technical terminology melused in the rest of the
paper. We will refer to %, y,)-questions asvh-y/nand use the term ‘doubleh’
for double variable questions that do not havetygpe variable. Double (variable)
guestions are thus a supertype of doukteand doublevh-y/n We will mainly
talk about double questions assuming that the extensiorutbpbe questions in
general is trivial.

The third assumption of our theory is that all the featursted in (13) must
be marked (in one way or another) whenever possible. Thdsléathe effect
known asblocking For instanceand does not specify the question type, so in
principle it should be possible to use it withh-y/ntopics. However, since mark-
ing the topic type is obligatory, one is forced to umé whenever avh-y/ntopic
is addressed. This means that in practicel can only be used with nowh-yn
topics, or otherwise, the use afhdwith wh-yntopics isblockedby but

Finally, the fourth assumption concerns the functiomofndbutin answers
to why-y/rquestions. Distinct answers tovehy-y/rquestion give an argument
and a counterargument for a claim or suggestion, but it iaygwhe one expressed
by the second conjunct that wins (Anscombre and Ducrot, 19¥Ausno- and
but-conjunctions do not only resolvevehy-y/rquestionWhy “whether” should
we buy this ringut also the singlg/n-question, whether we should buy it:

(14) a. Thering is expensive, but it is beautiful. (We willt)
b. The ring is beautiful, but it is expensive. (We will not bitly

12



The last terminological remark concerns the various usaketermtopic.
Discourse topicare explicit or implicit questions addressed by utteramceis-
course. We will also use the teroontrastive or sentence topido refer to a
designated constituent of a sentence which can be markeduméer of stan-
dard ways such as fronting and prosodic prominence. Weljaegi®pt Blring’s
(2003) view on the relationship between contrastive andadisse topics. First of
all, contrastive topics come into play when some kind of dewhariable question
is under discussion. Which of the variables gets instadiat the answer by the
contrastive topic and which by the focus depends on how tlbldaquestion is
split into single variable questions. The focus is the inS#ion of the variable
that remains a variable in both the double question and niglesivariable sub-
guestion, e.gwhatin figure 4, and theg/n-variable in figure 5. The contrastive
topic corresponds to a variable in the double question, btg mstantiated in
the subquestion, e.gthoin both figure 4 and figure 5, i.dohnandBill are the
contrastive topics.

4 Correction as a type of contrast

This section will present an argument for the claim that BOHPOSITION (15)
and GCORRECTION(16) are realisations of\&H-Y/N strategy. At first glance these
realisations look very different: (15) shows a contrastofc-focus pattern, with
a WH-type topic and polarity focus, realised in Russian by a [fgt@ss on the
finite verb both in the positive and in the negative polardgds; in contrast, (16)
has focal stress on the instantiations of W variable, while a contrastive topic
seems to be missing altogether.

(15) a. Oleg KURIT, a Roma ne KURIT.
Oleg smokes but Roma not smokes

Oleg smokes, but Roma doesn't.
b. Oleg ne KURIT, a Roma KURIT.
Oleg not smokes but Roma smokes
Oleg doesn’t smoke, but Roma does.

(16) a. Kurit OLEG, a ne ROMA.
smokes Oleg  but not Roma

b. Kurit ne OLEG, a ROMA.
smokes not Oleg  but Roma

Moreover, Russian corrections obligatorily contaonstituent negatioifrefer-
ence], i.e. the negative partiae appears immediately before the constituent to
be corrected, cfne Roma, ne Olehot Roma’, ‘not Oleg’ in (16). The stan-

13



dard assumption is that sentences with constituent negafithe formnot X

P presuppose that some object has propértfBorschev et al., 2006), i.e. their
meaning is similar to that of the English negated cldits not John who smokes

In contrastsentential negatiors expressed by the negative particle appearing im-
mediately before the finite verb, eme kurit lit. ‘not smokes’ in (15). Sentential
negation is possible in opposition sentences, but it camba@tiduce the negative
conjunct in corrections.

The goal of this section is to show, on the one hand, that edtstructural
differences fall within the range of options in addressing/a-Y/N discourse
topic, and on the other hand, that they correlate with pedgighose functional
features that make out the difference between the@siTioNand the ©RREG
TION function. We will start with an overview of logical possiigs in how a
WH-Y/N topic can be addressed in section 4.1. Section 4.2 singteselsubtype
of opposition sentences which bears the closest resengi@correction in terms
of those logical possibilities. The functional differesdsetween the members of
such minimal pairs are formulated. The last two sectiorsteethose functional
differences to sentential vs. constituent negation (8ecti3) and differences in
information structure (section 4.4).

4.1 Topic and focus inwH-Y/N

There are always two ways to address a double questiohVe ate what?/ou
can go by people, or you can go by food. In the first case, thbld@uestiorwho
ate what?is split up into a series of single variable questions Wikat did John
eat? What did Bill eat? etc., where thevho-variable is instantiated by different
persons from the relevant domain. In the second case, th#elquestion is split
up into subquestiong/ho ate the beans®ho ate the carrots?tc. According
to Buring (2003), the choice between these two strategiésrishines which con-
stituent is marked as contrastive topic and which one assfocontrastive topic
is the variable that is instantiated in the subquestionpieeple when you go by
people, and food when you go by food; the focused constitt@mnésponds to the
wh-variable in the subquestion.

Applying the same idea tovH-Y/N-questions we also get two possible strate-
gies. Suppose the questionvidere “whether” John went If we go by the lo-
cations instantiating thesherevariable, the question is split up into a series of
yes/nequestionsDid John go to Paris?Did John go to Berlin?etc., as shown in
figure 6. In this caséo Paris, to Berlin, etc., are contrastive topics ([¢)] while
the polarity is the focus ([..s]), which surfaces as the focal stress on the auxil-
iary verbdid or didn’t. This is the structure underlying the classical examples of
OppPoOsITIONSsuch as (9).

The other possibility is to instantiate tiyes/novariable first, which splits up
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Where “whether” John went?

John went to Paris
John didn’t go to Paris
John went to Berlin
John didn’t go to Berlin

/\

Did John go to Paris? Did John go to Berlin?
John went to Paris John went to Berlin
John didn’t go to Parig| John didn’t go to Berlin

John [DIDN'T Jrgoto[PARIS ] but he[DID ]r goto[ BERLIN ]t

Figure 6:

the wH-Y/N-question into twowvh-questions, one addressing the positive part of
the question and the other addressing the negative pariViagre did John gg?
Where didn’t John goxf. figure 7. In this case, the polarity would be marked as
contrastive topic, and the answers to Wigerequestion as focus.

Apparently, in English contrastive topics and foci can beked just by into-
nation: topics receive a type B and foci a type A pitch accesfefences], which
includes topicsn situ that linearly follow the focus, as in figure 6. In German,
there is a constraint that a topic must be followed by at leastfocus in the same
sentence (Buring, 1997). In a sentence like that in figurei$dan be achieved
by topic fronting: [Nach Paris]; ist er [nicht]» gefahren, aber [nach Berlin]
[schon]x. Russian is more like German in this respect: accented ivieaop-
ics have to precede foci; the melodic form of the pitch acaeriturn is a less
reliable cue to the topic/focus distinction than word ordérere is a lot of varia-
tion in the form of the topic and focus accents (see Mehlhachzybatow, 2000,
for a convincing illustration), and one and the same accantroark both topic
and focus depending on the context (Kodzasov, 1996, p. TB&refore in the
examples discussed below the first accented constituelnaiwiys be assumed
to be the topic, and the second the focus, unless expliaitigated otherwise.

The last remark concerning our application of Buring'sraggh is that unlike
Buring and more in line with Hamblin (1973) we assume thatdhernative set
of ayes/nequestion contains both a positive and a negative altermatssum-
ing that the altenative set of a question is partitioned leyalernative sets of its
subquestions, this gives us that doubleyes/nequestions also contain both pos-
itive and negative alternatives, cf. figures 6 and 7. If thely @ontained positive
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Where “whether” John went?

John went to Paris
John didn’t go to Paris
John went to Berlin
John didn’t go to Berlin

/\

Where didn’t John go? Where did John go?
John didn’t go to Paris John went to Paris
John didn’t go to Berlin John went to Berlin

John [DIDN’T Jrgoto[ PARIS ] but he[DID |r goto[ BERLIN ]g

Figure 7:

alternatives, then the/h-yes/nequestionWhere “whether” John went?would

be indistinguishable from the singlehquestionWhere did John goThere are
various semantic reasons for keepysg/nequestions to just the positive alterna-
tive and one might even argue that doulie-whetherinterrogative sentences do
not exist precisely because the alternative set containinly positive and neg-
ative alternatives is not a legitimate semantic object,levits positive subset is
indistinguishable from the singleh-question. Howevemvh-yes/nequestions as
pragmatic objects, i.e. as issues to be interested in,iclgrto exist and are dis-
tinct from singlewh-questions. In the first case, both the positive and the ivegat
extension of the question predicate(for the questiorwho “whether” P?, e.g.
Az[John went tac] in the present example) must be explicitly named. If some ob-
ject is not named one may conclude that it is not relevantnbtithat it is notP.

In the second case, only the positive extension is askeafole for the remain-
ing relevant objects ‘naoP”’ is inferred by the process of exhaustive interpretation
(e.g. Schulz and van Rooij, 2006). Thus, including the riegatternatives gives
us a representational handle on this pragmatic distin¢geen if it does noper
seexplain it).

4.2 Corrections vs. oppositions withy/N-topics

The main claim we would like to put forward is that correcgda 7b)/(18b) have
the same underlying QUD structure as oppositions witi-topics (17a/18a), i.e.
they both address an overarchingy-yes/nequestion, which is split up by polarity
as in figure 7. The asssertive propositional content of tmgucts in both cases
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Is the same: one conjunct states that it is not the case thatwent to Paris, so
it provides an answer to the question where John did not gopther conjunct
states that he went to Berlin, which is an answer to where d@mi’°

(17) a. John PIDN’T ] go [ to PARIS ], but he [DID ]+ go [ to BERLIN ] .
b. John didn't go [ to RRIS ], but [ to BERLIN ] .

(18)a. Oleg[ ne EzpIiL ]r [ Vv PARIZ, ]r

Oleg not went to Paris
a [ EzbiL ]Jr [ v BERLIN. ]g
but went to Berlin
b. Oleg ezdil ne [ v PARIZ, ] a@a [ Vv BERLIN. ]g
Oleg went not to Paris but to Berlin

The functional differences between the two versions (a) @die in the do-
main of presuppositions and/or implicatures. The Russatesice (18a) is rather
marked, presumably because it can only be felicitously usedcontext where
goingandnot goingto different places has been at issue. It seems to presuppose
that there is a place that Oleg did not go to, and another letehe did go
to, and specifies the first one to be Paris and the second torbe.Bts English
counterpart (17a) might sound less marked, but with reagvls contrastive topic
accentuation on the auxiliaries it seems to have similayppositions.

In contrast, (17b)/(18b) only presupposes that John (Glegit somewhere.
On the other hand, it presents an instance of replacive ioegaeference to Ja-
cobs]. That s, the first conjunct negates that on a parti@deasion John went to
Paris, while the second conjunct states that@atoccasion, irthatevent of going
to a place, John went to Berlin rather than Paris. We migkt tefthis property as
replacivity, which is the most important distinctive feature of cort@e$ among
other kinds of contrast. Notice that in the (a) versions gamParis and going to
Berlin are treated as distinct possibilities, while in tioerections there is only one
relevant occasion of going somewhere and it can either baris,Pr to Berlin.

We have been using the term ‘presuppose’ in a rather nomiteadisense here.
In the following two sections we will make more precise asptions about the
nature of the ‘presuppositions’ involved and the linguistieans that contribute
those presuppositions. Our discussion will concern prilgndre Russian exam-
ples, which can partly, though only partly, be generalisethé English case.

10since corrections have no contrastive topics, this coittaéiring’s (2003) claim that the
presence of a strategy—a double question split up into singtiable questions—is a sulfficient
condition for contrastive topic marking. This claim will b@estioned in section 4.4.
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4.3 Negation and its presuppositions

Our first assumption concerning negation will be that it sueposes’ in a certain
weak sense the proposition it negates. This is not the iwadit strong notion

of presupposition which requires the presupposed materiaé entailed by the
context. It is enough that that material is somehow sugdest@ossibility that

could be entertained by someone on the basis of the currBmtmation state.

Horn (1989) calls it ‘supposition’, others have used thentéwveak presuppo-
sition’ (Zeevat, 2008). It is a general characteristicshe#f pragmatics of overt
negation that reflects the fact that one would never saydtitat didn't go to Paris

unless it were somehow possible that John would go to Pdnis.i§ equally true

for English and Russian negation.

Of particular interest to us is the distinction betwsententiabndconstituent
negation. In Russian, sentential negation is invariabjyressed by the negative
particleneimmediately preceding the finite verb. It has received afatttention
in linguistic literature especially because it licenses gienitive of negation, as
well as negative polarity (negative concord) items [rafiees]. For all our present
purposes it expresses plain logical negation. For conuerieve will assumee
to denote\ PAQ[Q(Az—P(x))] whereP is a property that stands for the meaning
of the VP, and( a quantifier denoted by the argument (typically, the subject
that still needs to be supplied to make it a full propositibnAccordingly, the
weak presupposition it introduces is simgh(P). For example in (19)Q is
AP[P(Oleg)] and P is smoke which gives us-smoke(Oleg) for the assertive
meaning of the sentence, asdoke( Oleg) for its weak presupposition.

(19) Oleg ne Kkurit
Oleg not smokes

Oleg doesn’t smoke.

In contrast, constituent negation is marked by the pantiekgppearing in front
of the constituent that is negated, cf. (20), which can bmadat) any constituent:
quantificational and referential DPs, PPs, etc., and inqudar also VPs. Nor-
mally, the negated constituent receives focal stress.

(20) a. ne [ OLEG ]p Kkurit
not Oleg smokes
b. kurit ne [ OLEG ]
smokes not Oleg

It is not Oleg that smokes.

1t is immaterial for the present discussion whether the milagical type is basic for the
Russian negative particle, or the result of syntactycallyammantically motivated abstraction op-
erations on a lower basic type.
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Vz € Clsmoke(x) — x # Oleg)]

AQQ(Az[x # Oleg])]

T

APYx € Clsmoke(x) — P(z)] APAQ[Q(Ax—P(x))] Az[x = Oleg]
kurit ne Oleg

Figure 8: Semantic composition for a sentence with coretitnegation, (20b)

Russian constituent negation has received much lessiatiéram linguists. It is
typically assumed to presuppose the positive part of theesea, e.g. (20) presup-
poses that someone smokes (Borschev et al., 2006). In fattrger assump-
tion seems justified: Russian sentences with constituegdtioen have roughly
the same semantics as e.g. the English negated specifalgjiseudo)cleft sen-
tences, i.elt is not Oleg that smokesr Who smokes is not Oleg

The first approximation of how this meaning is composed iswha figure 8.
Negation applies to the property of being Oleg[x = Oleg]) associated with the
negated DP, and takes the quantifigio smoke§\PVz € C[smoke(x) — P(x)])
associated with the fronted veKrit as its second argument. Simplifying again,
the positive part of the senten&arit ‘who smokes’ is represented as a univer-
sal quantifiet? Its domain restriction”' depends on the context of utterance
and realises the idea that only relevant individuals thatk@rare concerned—
individuals that smoke on a particular, highly activatedasion. Notice that the
same semantics is assigned to constituent and sentergatiow'® all the differ-
ence comes from the meanings associated with rest of thersmnrt-the negated
and the positive parts. We assume that these differenceacaceinted for by
whatever syntactic operations are responsible for the edanord order and ac-
centuation, and especially for the position of the neggbasicle in sentences
with constituent negation. However, no details of the sgtitaanalysis will be
discussed.

As far as presupposition is concerned, first of all, the ®dnterbkurit, just

2]t is more common to treat free relatives, which particigateseudocleft constructions, as
definites, ormaximalindividuals (Jacobson, 1995; Rullmann, 1995). Notions likaximality,
however, implicitly involve universal quantification.

BThis is partly due to the wide scope of the quantiffeover negation, which in turn only takes
scope over the predicafe in our definition. In other wordsP represents the negated afgdhe
positive part of the sentence. This might not be generalgmtwmaccount for all possible readings
of sentences with sentential negation. Certainly, a moreeige and principled analysis can be
provided in the future.
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like a free relativevho smokegand Fregean definites), introduces an existential
presupposition that someone smokes|§moke(z)]). This accounts for the in-
tuitions of (Borschev et al., 2006). Second, negation wepkésupposes what

it negates, i.e. in the present case it is the meaning of diym$pseudo)clefit

is Oleg that smokesr Who smokes is Oleg/z € C|[smoke(x) — x = Oleg].
Notice that this can also be paraphrasedrdg Oleg smokesvhich is equivalent

to saying thaDlegis an exhaustive answer to the questitdho smokest other
words, a sentence with constituent negation like (20) gmesses that the ques-
tion Who smokes’has previously been answered exhaustivelyObgg (or that
this answer was expected or possible).

Finally coming back to corrections, our last assumptiohlyglthat the seman-
tics of the positive conjunct has the same sort of built inetivity characteristic
of cleft constructions, e.g. in (21) the underlying struetaf the second conjunct
of ais the same as that of the first and it mesinse C[smoke(x) — © = Romal,
i.e. It is Roma who smokes Who smokes is Romar Only Roma smoke$

(21) Kurit ne OLEG, a ROMA.
smokes not Oleg  but Roma

Not Oleg, but Roma smokes.

The result is summarized in (22). The fact tii2ieg and Romaare competing
exhaustivanswers to the questioliho smokes@reates the replacivity effect that
distinguishes corrections and makes these answers mugxallisive. Obviously,
Oleg smokeandRoma smoke@®o exhaustivity) are compatible statements, while
It is Oleg who smokeandlt is Roma who smokdggsxhaustive) are incompatible,
so if the first happens to be suggested by the context it cankmeplacedby
the second.

(22) a. Presupposition of the negative conjuivat:c C[smoke(x) — x = Oleg]
b. Negative conjunct/x € Clsmoke(z) — = # Oleg]
c. Positive conjunctVz € Csmoke(x) — x = Romal

1This assumption can be motivated by parallelism betweerdhnérasted items, which ulti-
mately boils down to assuming that exhaustivity is alreaolytained in the topic question. That
is, thewh-yes/nequestion in corrections is construed@géve € Clsmoke(x) — &(x = y)],
wherey is thewh-variable ranging over Oleg, Roma, etc., &nid theyes/no-variable that takes
negation ) or an identity function as its values. In other words, thestiion iswho is it not
who smokes and who is it who smokes@wever, exhaustivity itself needs to be constrained by
a topic question, and a cleft sentence likes (not) John who smokeagquires a question of the
form Who smokes%o0 one would have to assume that, for instance, the positnginct in (21)
is both an answer té/ho is it who smokesgndWho smokesth principle, there is no reason why
one and the same sentence should not have more than onerdéestapic, but a principled theory
that constrains this set of topics still needs to be develope

20



The idea to derive replacivity and mutual exclusivenessefdonjucts in correc-
tions from the assumption that the conjuncts representustive answers to the
same question has been previously developed by Kasimi6jaather account
of the Germarsondern Our proposal implements the same idea, except that if
Kasimir makes exhaustivity of the conjuncts a presuppmsitonventionally as-
sociated withsondernin our case it is not part of the semantics of the Rusajan
but is contributed by constituent negation, which is olibiggain corrections.

English corrections are rather more problematic becausg dio not seem
to contain any linguistic device with which exhaustivityub be associated by
convention. Of course, there is pragmatic exhaustivity-efault operation with
roughly the same effect as that of a cleft construction opmticleonly. How-
ever, pragmatic exhaustivity applies to non-correctiarst ps much as it does
to corrections. For example, (23a) is a correction: the gemknd assumption
negated by the sentence is that John would go only to Patibgbwent to Berlin
instead (replactivity). In contrast, (23b) is not a con@tt John could have gone
to Berlin and Paris, or to neither place, so it is not the cas¢ dJohn went to
Berlin insteadof Paris (Umbach, 2004, pp. 171-173). If pragmatic exhaiingti
were responsible for the replacivity effect in the correatj23a), why is (23b) not
replacive? The only superficial difference between (23d)(@8b) is thabutcon-
nects terms in (23a) and sentences in (23b). Whether tiféseliice can be related
in a systematic way to exhaustivity remains an issue foharrinvestigation.

(23) a. John didn’'t go toARIS, but to BERLIN.
b. John didn’t go to RRIS, but he went to BRLIN.

4.4 \Why corrections have no contrastive topics

In the last section it was shown how the properties of coimastin Russian, in
particular replacivity, can be derived from the properti¢gonstituent negation
used in correction sentences. In this section, we look agathe differences
between corrections and oppositions witts/netopics, and present some (as yet
very tentative) ideas on the question of why correctionsikaroppositions, do
not have contrastive polarity topics.

According to Buring (2003), not only is contrastive topacantuation a signal
that the sentence addresses one in a series of single eagiaétions dominated
by a double question, but it is also obligatory in case thedalisse topic has these
characteristic$® So far we have tacitly rejected the latter of these two states)
now it is time to say so explicitly: the view that correctiomgdress doubleh-

15To be more precise, topic marking in Biiring’s theory is oobligatory when the strategy is
implicit, i.e. the single variable subquestions are nagneitl, but just presupposed by the speaker.
Since we only deal with implicit strategies here
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yes/netopics split up by polarity can only be maintained if thipéyof discourse
strategy is a necessary, but not a sufficient condition fatregtive topic marking.
What is then a sufficient condition? What is needed in addlittothe discourse
strategy to license topic accentuation and how would it @xpthe difference
between corrections and oppositions?

The first hypothesis that we will make is that there is a pesfee for con-
trastive topics that are also given, contextually actideadad talked about. For
Buring’s example (24) it implies that if Fred and Mary wereyiously mentioned
and are talked about, one would prefer to go by people makied &d Mary the
contrastive topic as in (24a). In contrast, if the talk is @ibmod, so the beans
and the eggplant were mentioned or are accessible via amgidgerence then it
might be better to go by food and choose the structure in (#4b)

(24) a. [ Fred } ate [ the beansg], [ Mary | ate [ the eggplant] .
b. [ Fred ]- ate [ the beans;} [ Mary ] ate [ the eggplant] .

This is not to suggest that the notions of givenness, refexetivation or about-
ness topic should be conflated with the notion of contrastipéc. Rather, just
like subjecthood, definiteness and animacy are distinédonstvhich tend to fall
together—subjects are definite and animate most of the #assén, 2003; Zee-
vat and Jager, 2002)—different varieties of topic tendecabgned in a similar
way. That is, there is perhaps no categorical requiremanttmtrastive topics be
also aboutness topics or given, but an optimisation prquesers sentences with
given contrastive aboutness topics.

Our second hypothesis in light of the first is that polarityues make bad
topics. Although we have seen that in Biring’s theory theyjast as good con-
trastive topics as they are foci, one has to admit that thelyentittle sense as
aboutness topics or as entities subject to activation in omgnCeteris paribus,
splitting by thewh-variable (25b), which makes a usual term the contrastpeto
is always preferred to splitting by thees/nevariable (25a). In fact, what seems
like ayes/netopic in (25a) is most probably something bigger—perhappen
proposition ofOleg not goingvs. Oleg goingsomewhere. These are entities that
can be activated and talked about. This would explain wha)Y26only appro-
priate in a context where Oleg not going and Oleg going sormeesvfand not just
yesandno) are somehow activated or salient (cf. discussion in seetid).

8This would also account for the following example discusse®iiring (2003, p. 530):

() What did the pop stars wear?
c. TheFEMALE¢cr pop stars WOr€AFTANSE.
d. # TheFEMALE ¢ pop stars WOr€ AFTANSc .

[??? assumptions about what is topic.]
Buring’s pop starts example.
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(25)a. Oleg[ ne EzpIL ]+ [ v PARIZ, ]F

Oleg not went to Paris
a [ EzpiL ]y [ v BERLIN. g
but went to Berlin

b.Oleg [ v Pariz ]r [ ne EzDIL, ]r
Oleg to Paris not went
a [ v BERLN ]r [ EzDIL. ]r
but to Berlin went

In corrections, the instantiations of tid-variable, presumably, cannot be topic
because they have to be focus in order to feed the right \varaata restriction to
exhaustivity, pragmatic or encoded in a cleft-like constian, which is respon-
sible for the replacivity effect, cf. section 4.3. Withobtt a correction is not a
correction. Making the topic “bigger” than just tlyes/nevariable as in (25a) is
also problematic because it is not clear what extra matecaluld include. As-
suming that the negative topic should contain at least dunggthat falls within
the scope of negation (such as g@ngin (25a)), the only candidate in (26) is the
property\x[z = Paris|, but that, again, is the focus.

(26) Oleg ezdil ne [ v PARIZ, ] @ [ Vv BERLIN. ]p
Oleg went not to Paris but to Berlin

Finally, if polarity on its own cannot function as a propgpitothat combines prop-
erties of contrastive, aboutness and given topics, we &revibout a constituent
that qualifies for contrastive topic accentuation.

Of course, this explanation of the absence of contrastpiesdn corrections
is much too sketchy to be conclusive, but once it is workedibwiould be a
considerable step in showing that the properties of theectve uses of contrast
markers likea in Russian follow naturally from the general contrastivadtion
of those markers plus other characteristics of correctemtences, such as con-
stituent negation, exhaustivity, etc. Then there is no rieddeatnot ... butin
English orne ... a/ a nan Russian as a fixed collocation, but simplyrex plus
but

5 Some conclusions, and lots of outlook

[Correction in the contrast semantic map. Correction asegiapcase ofwH-
Y/N. Our approach makes the relationships between functioasé@mantic map
explicit.]

[Carla’s discussion of replacivity, vs. distinct possiiils and correction vs. ad-
versative (Umbach, 2004). The discussion of (27) vs. (17a):
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(27) John didn't go [ to RRIS ], but he went [ to BERLIN ] 5.
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